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Abstract

The initial research presented in this thesis is the structure of the unit group of the group ring
Cn×D6 over a field of characteristic 3 in terms of cyclic groups, specifically U(F3t(Cn×D6)). There
are numerous applications of group rings, such as topology, geometry and algebraic K-theory, but
more recently in coding theory. Following the initial work on establishing the unit group of a group
ring, we take a closer look at the use of group rings in algebraic coding theory in order to construct
self-dual and extremal self-dual codes.

Using a well established isomorphism between a group ring and a ring of matrices, we construct
certain self-dual and formally self-dual codes over a finite commutative Frobenius ring. There is an
interesting relationships between the Automorphism group of the code produced and the underlying
group in the group ring. Building on the theory, we describe all possible group algebras that can
be used to construct the well-known binary extended Golay code.

The double circulant construction is a well-known technique for constructing self-dual codes; com-
bining this with the established isomorphism previously mentioned, we demonstrate a new technique
for constructing self-dual codes. New theory states that under certain conditions, these self-dual
codes correspond to unitary units in group rings. Currently, using methods discussed, we construct
10 new extremal self-dual codes of length 68.

In the search for new extremal self-dual codes, we establish a new technique which considers a
double bordered construction. There are certain conditions where this new technique will produce
self-dual codes, which are given in the theoretical results. Applying this new construction, we con-
struct numerous new codes to verify the theoretical results; 1 new extremal self-dual code of length
64, 18 new codes of length 68 and 12 new extremal self-dual codes of length 80.

Using the well established isomorphism and the common four block construction, we consider a new
technique in order to construct self-dual codes of length 68. There are certain conditions, stated in
the theoretical results, which allow this construction to yield self-dual codes, and some interesting
links between the group ring elements and the construction. From this technique, we construct 32
new extremal self-dual codes of length 68.

Lastly, we consider a unique construction as a combination of block circulant matrices and quadratic
circulant matrices. Here, we provide theory surrounding this construction and conditions for full
effectiveness of the method. Finally, we present the 52 new self-dual codes that result from this
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method; 1 new self-dual code of length 66 and 51 new self-dual codes of length 68. Note that
different weight enumerators are dependant on different values of β. In addition, for codes of length
68, the weight enumerator is also defined in terms of γ, and for codes of length 80, the weight
enumerator is also defined in terms of α.

To highlight and summarise the new codes constructed in this thesis, a comprehensive list is shown
below:

• Code of length 64: We were able to construct the following [64, 32, 12] codes with new
weight enumerator in W64,2:

β = {57}.

• Code of length 66: We were able to construct the following extremal binary self-dual codes
with new weight enumerators in W66,3:

β = {21}.

• Codes of length 68: We were able to construct the following extremal binary self-dual codes
with new weight enumerators in W68,2:

(γ = 0, β = {208, 214, 218}),
(γ = 1, β = {179, 191, 193, 195, 197, 199, 202, 210, 211, 229}),
(γ = 2, β = {61, 161, 163, 169, 171, 173, 191, 193, 195, 199, 204, 218}),
(γ = 3, β = {163, 175, 177}),
(γ = 4, β = {126, 129, 132, 144, 145, 146, 148, 155, 157, 161, 159, 175, 186, 191, 200}),
(γ = 5, β = {182, 187, 189, 191, 193}),
(γ = 6, β = {131, 134, 135}),
(γ = 7, β = {142, 144, 145, 146, 148, 150, 152, 155, 156, 157, 158, 159, 160, 162, 164, 165, 167})
(γ = 8, β = {153, 154, 155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167,

168, 169, 170, 171, 172, 173, 174, 175, 176, 177, 178, 179}).
(γ = 9, β = {169, 171, 173, 174, 175, 176, 177, 178, 179, 180, 181, 182, 183, 184, 185}).

• Codes of length 80: We were able to construct the following [80, 40, 14] codes with new
weight enumerators in W80,2:

(β = 18, α = {−211,−229,−249,−256,−274,−287,−306,−310,−325,−355,−363,−401}).
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Chapter 1

Introduction

This thesis is comprised of eight chapters in total. Firstly, we discuss the preliminaries required
to understanding group rings and codes. The remaining six chapters consist of six pieces of work
either submitted or accepted for publication, the details of which are outlined below.

Chapter 1: In the initial chapter, we present the definitions and theorems required as a basis to
fully understanding subsequent chapters. Numerous theorems and definitions are given which we
will refer back to throughout this thesis.

Chapter 2: In the second chapter, we establish the structure of the unit group of Cn×D6 over any
finite field of characteristic 3 where Cn is the cyclic group of order n and D6 is the dihedral group
of order 6. This first piece of work was published in 2018, as joint work with my PhD supervisor,
[46]. I made a considerable contribution to the theorems and proof presented in this paper, with
the guidance of Joe Gildea. The focus of this chapter is group rings; in subsequent chapters, we
explore a useful application of group rings in coding theory.

Chapter 3: Here, we describe codes that are ideals in a group ring called G-codes, where the ring
is a finite commutative Frobenius ring and G is an arbitrary finite group. Notably, we prove that
the dual of a G-code is also a G-code. We extend some theory on the construction of self-dual and
formally self-dual codes and prove that our constructed codes must have an automorphism group
that contains G as a subgroup. This theory is joint work with the help of Stephen Doughterty.
We look at some common construction techniques for producing self-dual codes and prove that a
certain method cannot produce the putative [72, 36, 16] Type II code. Additionally, we show pre-
cisely which groups can be used to construct the extremal Type II codes of length 24. My main
contribution to this paper included constructing the extended binary Golay code from certain ideals
in group rings. The results presented in this chapter were published in 2018, as joint work with
Stephen Dougherty, Alexander Tylyshchak and my PhD supervisor, Joe Gildea, [26].

Chapter 4: In this chapter, I worked with Abidin Kaya and Bahattin Yildiz, along with Joe
Gildea. Here, we focus on establishing a stronger connection between group rings and self-dual
codes, proving that a group ring element corresponds to a self-dual code if and only if it is a unitary
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unit. Looking closer into the well-known double-circulant and four-circulant constructions, we show
that the structures correspond to cyclic and dihedral groups, respectively. Using groups of order
8 and 16, we can see new methods for constructing self-dual codes, in addition to more familiar
methods. The usefulness of these new construction methods are verified by the discovery of 10
new extremal binary self-dual codes of length 68, which were published in 2018, [44]. My main
contribution to this paper includes the construction of self-dual codes coming from groups of order
8 and 16.

Chapter 5: As joint work with Abidin Kaya, Alexander Tylyshchak and Joe Gildea, we present
a double bordered construction of self-dual codes from group rings. This is an extension of the
well-established double circulant construction whose extensive use has had frequent results. The
effectiveness of the new double bordered construction is proven for groups of order 2p where p is
odd, over the rings F2 + uF2 and F4 + uF4. Numerous new codes of length 64, 68 and 80, and their
corresponding weight enumerators, are presented throughout the paper. In this chapter, I con-
tributed significantly to the construction itself, as well as the following calculations and submitting
the paper to Cryptography and Communications. The results from this chapter were published in
2020, [47].

Chapter 6: Continuing in the construction of self-dual codes, and working with the same authors
as the previous chapter, we consider extending known construction methods. Here, we present a
unique combination of 2 × 2 block circulant matrices, group rings and a reverse circulant matrix.
There are certain conditions, proven in this chapter, for when this construction produces self-dual
codes. After presenting the theory, we construct self-dual codes of various lengths over F2, F2 +uF2

and F4 + uF4. My contribution to this chapter includes the construction itself, the main theory
with the guidance of Alexander Tylyshchak, and the numerical results with the help of Abidin
Kaya. In the search for new self-dual codes of length 68, using groups of order 4, 8 and 17, we use
known methods for extensions, ”neighbours of codes”, and we extend this to so-called neighbours of
neighbours. This results in the construction of 32 new self-dual codes which have been submitted
for publication ([41]).

Chapter 7: Following the success of previous chapters, in constructing self-dual codes extending
known construction methods, we consider combining block circulant matrices and block quadratic
residue circulant matrices. Along with the authors from the previous chapter, and the addition of
Bahattin Yildiz, we provide conditions for when this unique construction can yield self-dual codes.
To verify the importance of this theory, we construct self-dual codes of various lengths over F2 and
F2 + uF2. Again, we use extensions, neighbours and sequences of neighbours, in order to construct
many new self-dual codes. My contribution to this paper includes the construction, theorems 7.1.1-
7.2.2 and corresponding proofs. The numerical results were obtained collaboratively. Notably, we
construct one new self-dual code of length 66 and 51 new self-dual codes of length 68. The theory
and results presented in this chapter have been submitted for publication, ([42]).

Chapter 8: The final chapter is a conclusion of the work presented, the importance of the results
and suggestions for future work. Here, we look back on the achievements of the project and criti-
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cally examine what could have been done differently.

1.1 Group Rings

We now provide many definitions and results regarding group rings needed for Chapter 2.

Definition 1.1.1 ([90]) Let R be a ring and let G be a group, then the group ring RG of G over
R is given as:

RG =

{∑
g∈G

agg | ag ∈ R
}

We define the sum of two elements in RG componentwise:(∑
g∈G

agg

)
+

(∑
g∈G

bgg

)
=

(∑
g∈G

(ag + bg)g

)
.

Additionally, given two elements α =
(∑

g∈G agg
)

and β =
(∑

h∈G bhh
)
, we define their product

αβ =
∑
g,h∈G

agbhgh.

Definition 1.1.2 ([90]) Let RG be the group ring of the group G over the ring R. The homomor-
phism ε : RG→ R given by

ε

(∑
g∈G

agg

)
=
∑

ag

is called the augmentation mapping of RG.

Definition 1.1.3 ([90]) Let RG be the group ring of the group G over the ring R. Then, we define

V (RG) = {u ∈ U(RG) | ε(u) = 1}

as the normalized units of RG.

Theorem 1.1.4 ([89]) Let RG be the group ring of the group G over the ring R. Then,

U(RG) ∼= U(R)× V (RG)

where V (RG) are the normalized units of RG.

In order to present the following two important theorems, we need to define a semisimple ring.

Definition 1.1.5 ([16]) A ring R is called left semisimple if it is a direct sum of minimal left ideals.
Similarly, a ring R is called right semisimple if it is a direct sum of minimal right ideals.
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Theorem 1.1.6 (Wedderburn-Artin Theorem) ([90]) R is a semisimple ring if and only if R
can be decomposed as a direct sum of finitely many matrix rings over division rings. i.e.

R ∼= Mn1(D1)⊕Mn2(D2)⊕ · · · ⊕Mns(Ds)

where Di is a division ring and Mni(Di) is the ring of ni × ni matrices over Di.

Theorem 1.1.7 (Maschke’s Theorem)([90]) Let G be a group and R be a ring. Then RG is
semisimple if the following conditions hold:

1. R is semisimple

2. G is finite

3. |G| is invertible in R.

Corollary 1.1.8 ([90]) Let G be a group and K be a field. Then KG is semisimple if and only if
G is finite and the char(K) - |G|.

Theorem 1.1.9 ([90]) Let G be a finite group and K be a finite field such that char(K) - |G|. Then
KG ∼= ⊕si=1Mni(Di) where Di is a division ring containing K in its center and

|G| =
s∑
i=1

(n2
i · dimk(Di))

Definition 1.1.10 ([90]) A field K is algebraically closed if it contains all of the roots of the
polynomials in K[x].

Corollary 1.1.11 ([90]) Let G be a finite group and K be an algebraically closed field, where
char(K) - |G|. Then,

KG ∼= ⊕si=1Mni(K) and |G| =
2∑
i=1

n2
i

Theorem 1.1.12 ([90]) Let G be a finite group and K be a field such that char(K) - |G|. Then

KG ∼= ⊕si=1Mni(Di) ∼= K ⊕⊕s−1i=1Mni(Di)

i.e. the field itself appears at least once as a direct sum in the Wedderburn-Artin decomposition.

Lemma 1.1.13 ([90]) Let K be a finite field. Then if char(K) - |G| <∞, then

KG ∼= ⊕si=1Mni(Ki)

where Ki are fields.
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Theorem 1.1.14 ([90]) Let G be an abelian group of order n and K a field such that char(K) - n.
If K contains a primitive root of unity of order n then

KG ∼= K ⊕ · · · ⊕K︸ ︷︷ ︸
n

.

We now introduce a ring isomorphism from RG to a subring of Mn(R). This isomorphism was
constructed by Hurley in [60]. We begin by providing the details required to understand the
implementation of this isomorphism. Given a particular element of a group ring, we can use this
isomorphism to identify whether or not it is a unit or zero divisor.
We will now provide the necessary details. Given the elements of a group G, consider a fixed listing
G = {g1, g2, . . . , gn}. Consider the following matrix of G, denoted M(G) relative to its listing.

g−11 g1 g−11 g2 g−11 g3 . . . g−11 gn
g−12 g1 g−12 g2 g−12 g3 . . . g−12 gn

...
...

...
. . .

...
g−1n g1 g−1n g2 g−1n g3 . . . g−1n gn


In the matrix M(G), every row and every column contains the elements of G in some order. Now,
let w =

∑n
i=1 agigi ∈ RG. Then M(RG,w) can be defined as

αg−1
1 g1

αg−1
1 g2

αg−1
1 g3

. . . αg−1
1 gn

αg−1
2 g1

αg−1
2 g2

αg−1
2 g3

. . . αg−1
2 gn

...
...

...
. . .

...
αg−1

n g1
αg−1

n g2
αg−1

n g3
. . . αg−1

n gn


Theorem 1.1.15 ([60]) Given a listing of the elements of a group G of order n, there is a bijective
ring homomorphism between RG and the n × n G-matrices over R. This bijective ring homomor-
phism is given by σ : w 7→M(RG,w).

The next three results provide conditions when a group ring element is a unit or a zero divisor.

Theorem 1.1.16 ([60]) Suppose R has an identity. Then w ∈ RG is a unit in RG if and only if
σ(w) is a unit in Rn×n.

Corollary 1.1.17 ([60]) When R is commutative, w is a unit in RG if and only if σ(w) is a unit
in Rn×n if and only if det(σ(w)) is a unit in R.

Corollary 1.1.18 ([60]) w is a zero divisor in RG if and only if σ(w) is a zero divisor in Rn×n.

Note that cir(a1, a2, . . . , an) denotes a circulant matrix whose first row is (a1, a2, . . . , an), each row
vector is rotated one element to the right relative to the preceding row vector. The notation
rcir(a1, a2, . . . , an) denotes a reverse circulant matrix, where each row vector is rotated one element
to the left. Furthermore, CIR(A1, A2, . . . , An) denotes a block circulant matrix whose first row of
block matrices are A1, A2, . . . , An.
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1.2 Codes and Alphabets

Throughout this thesis (Chapter’s 3-7), we construct codes over finite commutative Frobenius rings.
First, we shall define a Frobenius ring. We will then define a code over such rings and provide many
properties/results regarding codes needed for later chapters.

Definition 1.2.1 ([8]) Suppose that R is a ring with identity. A left R-module M consists of an
abelian group (M,+) and an operation · : R×M →M such that:

• r · (x+ y) = r · x+ r · y,

• (r + s) · x = r · x+ s · x,

• (rs) · x = r · (s · x) and

• 1 · x = x

for all x, y ∈M and r, s ∈ R.

Definition 1.2.2 ([8]) Let M and N be left modules over a ring R. Then, the function f : M → N
is called an R-module homomorphism if:

• f(x+ y) = f(x) + f(y) for all x, y ∈M and

• f(rx) = rf(x) for all r ∈ R and x ∈M

The set of all module homomorphisms from M to N is denoted by HomR(M,N). A left R-module
is denoted RR, and a right R-module is denoted RR.

Definition 1.2.3 ([96]) Let R be a finite ring. Then R̂ = HomZ(R,C×) is called the character
module of R.

Definition 1.2.4 ([24]) A finite ring is called Frobenius if:

• As a left module, R̂ ∼= RR.

• As a right module, R̂ ∼= RR.

Definition 1.2.5 ([24]) A code over R of length n is a subset of Rn. If the code is a submodule
of Rn, then we say that the code is a linear code. If a code is a k-dimensional submodule of Rn,
then the code is denoted as an [n, k] linear code over R.

Definition 1.2.6 ([24]) Let C be a linear code over R. Then, the orthogonal of C is defined as:

C⊥ = {v ∈ Rn | [v,w] = 0, ∀w ∈ C}

where [v,w] =
∑

viwi.
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Definition 1.2.7 ([24]) A code is said to be self-orthogonal if C ⊆ C⊥ and self-dual if C = C⊥.

Definition 1.2.8 ([24]) Two codes C and C ′ are equivalent if C ′ can be formed from C by per-
muting the coordinates of C.

Definition 1.2.9 ([24]) A code C is said to be isodual if C and C⊥ are equivalent codes.

([24])

Definition 1.2.10 The automorphism group of a code C, denoted Aut(G), consists of all per-
mutations of the coordinates of the code that fix the code.

Definition 1.2.11 ([24]) Let C be a code over a ring R = {a0, a1, . . . , ar−1}. The complete
weight enumerator for the code C is defined as:

cweC(xa0 , xa1 , . . . , xar−1) =
∑
c∈C

r−1∏
i=0

xni(c)ai
(1.1)

where there are ni(c) occurrences of ai in the vector c.

Definition 1.2.12 ([24]) The Hamming weight of a vector v ∈ Rn is wtH(v) = |{i | vi 6= 0}|.

Definition 1.2.13 ([24]) The minimum distance of a code C over R is the minimum of all the
hamming weights.

Note that an [n, k, d]-code over R is an [n, k] code over R with minimum distance d.

Definition 1.2.14 ([90]) The general weight enumerator of a code is defined to be the polynomial

Wc(z) =
n∑
i=0

Aiz
i

where Ai denotes the number of codewords in C of weight i.

Definition 1.2.15 ([24]) We say that a code is formally self-dual with respect to some weight
enumerator if the code and its orthogonal have the same weight enumerator.

Definition 1.2.16 ([24]) A code is isodual if any weight enumerator for the code C is identical
to the weight enumerator of its orthogonal.

Lemma 1.2.17 ([24]) If C is an isodual code then it is formally self-dual with respect to any weight
enumerator.

Lemma 1.2.18 ([24]) A code C over a Frobenius ring R satisfies |C||C⊥| = |R|n.

Definition 1.2.19 ([59]) If the weights of all codewords in the self-dual code C are divisible by 4,
then C is called a Type II (doubly even) code. Otherwise C is called a Type I (singly even) code.
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Binary self-dual codes have bounds on their minimum distances:

Theorem 1.2.20 ([91]) Let dI(n) and dII(n) be the minimum distance of a Type I and Type II
binary code of length n, respectively. Then

dII(n) ≤ 4b n
24
c+ 4

and

dI(n) ≤
{

4b n
24
c+ 4 if n 6≡ 22 (mod 24)

4b n
24
c+ 6 if n ≡ 22 (mod 24).

Definition 1.2.21 ([59]) Self-dual codes meeting these bounds are called extremal.

We now introduce a new family of rings called Rk.

Definition 1.2.22 ([30–32] ) Define the ring Rk as

Rk = F2[u1, u2, . . . , uk]/〈ui2, uiuj − ujui〉.

These rings are local rings of characteristic 2 with maximal ideal m = 〈u1, u2, . . . , uk〉. This max-
imal ideal is also necessarily the Jacobson radical of the ring, which can be characterized as the
intersection of all maximal ideals. The socle, which is the sum of all minimal ideals, for the ring Rk

is Soc(Rk) = 〈u1u2 · · ·uk〉 = m⊥. We have that |Rk| = 22k .

In general, a Gray map is a distance preserving map, but we will define a Gray map formally over
Rk.

Definition 1.2.23 ([32]) We define φ1(a + bu1) = (b, a + b), where φ maps R1 to F2
2. Then view

R[u1, u2, . . . , us] as R[u1, u2, . . . , us−1][us] and define φs(a + bus) = (b, a + b). Then the map φk is
map from Rk to F2k

2 .

Theorem 1.2.24 ([32]) Let C be a self-dual code over Rk, then φk(C) is a self-dual code in F2k

2 .

We now describe the ring F4 + uF4 and its connection to F2 + uF2 (R1). Note that F2 = {0, 1} and
F2 + uF2 = {0, 1, u, 1 + u}. We also provide other Gray maps that allow us to go from F4 + uF4 to
F2+uF2. Note that ω, ω ∈ F4+uF4. We also give important results regarding these other Gray maps.

Let F4 = F2 (ω) be the quadratic field extension of F2, where ω2 + ω + 1 = 0. The ring F4 + uF4 is
defined via u2 = 0. Note that F4 + uF4 can be viewed as an extension of F2 + uF2 and so we can
describe any element of F4 + uF4 in the form ωa+ ω̄b uniquely, where a, b ∈ F2 + uF2.

In [34] and [25] the following Gray maps were introduced;

ψF4 : (F4)
n → (F2)

2n ϕF2+uF2 : (F2 + uF2)
n → F2n

2

aω + bω 7→ (a, b) , a, b ∈ Fn2 a+ bu 7→ (b, a+ b) , a, b ∈ Fn2 .
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Those were generalized to the following maps in [82];

ψF4+uF4 : (F4 + uF4)
n → (F2 + uF2)

2n ϕF4+uF4 : (F4 + uF4)
n → F2n

4

aω + bω 7→ (a, b) , a, b ∈ (F2 + uF2)
n a+ bu 7→ (b, a+ b) , a, b ∈ Fn4

These maps are distance preserving. The binary images ϕF2+uF2 ◦ψF4+uF4 (C) and ψF4 ◦ϕF4+uF4 (C)
are equivalent. The Lee weight of an element is defined to be the Hamming weight of its binary
image.

Proposition 1.2.25 ([82]) Let C be a code over F4+uF4. If C is self-orthogonal, so are ψF4+uF4 (C)
and ϕF4+uF4 (C). C is a Type I (resp. Type II) code over F4 + uF4 if and only if ϕF4+uF4 (C) is a
Type I (resp. Type II) F4-code, if and only if ψF4+uF4 (C) is a Type I (resp. Type II) F2 + uF2-code.
Furthermore, the minimum Lee weight of C is the same as the minimum Lee weight of ψF4+uF4 (C)
and ϕF4+uF4 (C).

Corollary 1.2.26 ([82]) Suppose that C is a self-dual code over F4 +uF4 of length n and minimum
Lee distance d. Then ϕF2+uF2 ◦ ψF4+uF4 (C) is a binary [4n, 2n, d] self-dual code. Moreover, C
and ϕF2+uF2 ◦ ψF4+uF4 (C) have the same weight enumerator. If C is Type I (Type II), then so is
ϕF2+uF2 ◦ ψF4+uF4 (C).

Theorem 1.2.27 ([29]) Let R be a finite Frobenius ring with the property that there exists c ∈ R
such that c2 = −1. Let G = (ri) be a generator matrix of a self-dual code C over R of even length
n, where ri are the row vectors of the matrix G respectively for 1 ≤ i ≤ k. Let x = (x1, ..., xn) be
a vector in Rn such that [x,x] = −1 in R. Suppose yi = [x, ri] for 1 ≤ i ≤ k. Then the following
matrix: 

1 0 X
−y1 cy1 r1

...
...

...
−yk cyk rk

 ,

generates a self-dual code C over R of length n+ 2.

Throughout this thesis, we use the following notation for the elements of F4 + uF4:

0 ↔ 0000, 1↔ 0001, 2↔ 0010, 3↔ 0011,

4 ↔ 0100, 5↔ 0101, 6↔ 0110, 7↔ 0111,

8 ↔ 1000, 9↔ 1001, A↔ 1010, B ↔ 1011,

C ↔ 1100, D ↔ 1101, E ↔ 1110, F ↔ 1111.

We use the ordered basis {uω, ω, u, 1} to express the elements of F4 + uF4. For instance, 1 + uω
corresponds to 1001, which is represented by the hexadecimal 9.

Finally, we define k-range neighbours as we will use this definition to construct new extremal
binary self-dual codes. Two self-dual binary codes of dimension k are said to be neighbours if their
intersection has dimension k − 1.
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Definition 1.2.28 ([90]) Let N(0) be a binary self-dual code of length 2n. Let x0 ∈ F2n
2 \N(0), define

N(i+1) =
〈
〈xi〉⊥ ∩N(i), xi

〉
where N(i+1) is the neighbour of N(i) and xi ∈ F2n

2 \ N(i).
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Chapter 2

The Structure of U(F3t(Cn ×D6))

Group rings have been a topic of increasing interest since their introduction by Higman in the
1940s, [58]. In particular, units of group rings have been studied extensively by many authors such
as [11,12,19,58,66,88], to name a few. By 1992, numerous units of group rings had been presented,
which allowed conjectures to be formulated and hypotheses to be tested, [93].

Despite the extensive research in the area growing, it is still relatively difficult to establish the struc-
ture of the unit group of a group ring, especially in terms of the group or the ring. To date, the
best known result relating the structure of the unit group of a group ring regarding the underlying
ring is U(RG) ∼= U(R)× V (RG) where V (RG) is the normalized unit group of RG, [89].

When the characteristic of the ring doesn’t divide the order of the group, there exist many useful
results that can be used to find the decomposition of the group ring and hence the structure of
the unit group (see section 1.1). However, when the characteristic of the ring divides the order of
the group, very little is known in terms of techniques for establishing the structure of the unit group.

It is well known that if F is a field of characteristic p and G is a finite p group, then, V (FG) is a
finite p-group of order |F ||G|−1. In [92], a basis for V (FpG) was established where Fp is the Galois
field of p elements and G is a finite abelian p-group.

In terms of group algebras, numerous unit groups have been established for small cases of dihedral
groups, alternating groups and symmetric groups; the structures of the unit groups of order 6, 12,
18 and 24 over fields of characteristic 3, have been shown in numerous papers, [21,36,45,81,94,95].
In [78], the unit group of F2D2p is constructed where p is an odd prime. In [79], the order of
U(F2k(Gn C2n)) is determined in terms of the order of U(RG) for any finite group, G.

In this chapter, we continue this line of research in establishing the structure of the unit group of a
group algebra where the characteristic of the ring divides the order of the group. In [21,36,45] respec-
tively, the structures of U(F3kD6), U(F3kD12) and U(F3k(C3×D6)) were established. In this chapter,
we extend the techniques used in these papers to determine the structure of U(F3k(Cn×D6)). This
chapter is joint work with my supervisor, Joe Gildea, and the results are published in [46].
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From here, we provide numerous individual results and calculations in order to prove our main
results. However, first we will begin by stating our main result, Theorem 2.0.4:

U(F3t(Cn ×D6)) ∼= (C3nt
3 o Cnt

3 ) o U(F3t(C2 × Cn))

and Corollary 2.0.5:

U(F3t(Cn ×D6)) ∼=

{
(C3nt

3 o Cnt
3 ) o C2n

3t−1 if n|(3t − 1)

(C3nt
3 o Cnt

3 ) o
(
C

2f1(V )
3 × C2f2(V )

32 × · · · × C2fm(V )
3m × C2

3m−1

)
if n = 3m

where fi(V ) = t(|C3m
3i−1| − 2|C3m

3i |+ |C3m
3i+1 |).

Firstly, let C ′2p = 〈x | x2p = 1〉 and

v =

p−1∑
i=0

1∑
j=0

αi+pj+1x
2i+j ∈ RC ′2p

then,

σ(v) =

(
A1 A2

A′2 A1

)
where Aj = cir(α(j−1)p+1, α(j−1)p+2, . . . , αjp) and A′j = cir(αjp, α(j−1)p+1, . . . , αjp−1).

Alternatively, let D2p = 〈x, y | xp = y2 = 1, xy = y−1〉 and

v =

p−1∑
i=0

1∑
j=0

αi+pj+1x
iyj ∈ RD2p

then,

σ(v) =

(
A1 A2

AT2 AT1

)
where Aj = cir(α(j−1)p+1, α(j−1)p+2, . . . , αjp).

Let G = Cn × D6 = 〈x, y, z |x3 = y2 = zn = 1, xy = x−1, xz = zx, yz = zy〉 where n ≥ 1.
The natural group homomorphism G −→ G/〈x〉 extends linearly to the algebra homomorphism
θ : F3t(Cn ×D6) −→ F3t(C2 × Cn) where

3∑
i=1

xi−1(αi + αi+3z + · · ·+ αi+3nz
n−1 + αi+3n+3y + αi+3n+6yz + · · ·+ αi+6nyz

n−1) 7→

4∑
i=1

(αi + αi+3b+ · · ·+ αi+3nb
n−1 + αi+3n+3a+ αi+3n+6ab+ · · ·+ αi+6nab

n−1)
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and C2 × Cn = 〈a, b | a2 = bn−1 = 1, ab = ba〉. If we restrict θ to U(F3t(Cn × D6)), we can
construct the group epimorphism θ′ : U(F3t(Cn × D6)) −→ U(F3t(C2 × Cn)). Consider the group
homomorphism ψ : U(F3t(C2 × Cn)) −→ U(F3t(Cn ×D6)) by

γ1+γ2b+ · · ·+ γnb
n−1 + δ1a+ δ2ab+ · · ·+ δnab

n−1 7→
γ1 + γ2z + · · ·+ γnz

n−1 + δ1y + δ2yz + · · ·+ δnyz
n−1

where γi, δj ∈ F3t . Clearly, θ′ ◦ψ is the identity map of U(F2k(C2×Cn)). Therefore U(F3t(Cn×D6))
is a split extension of U(F3t(C2 × Cn)) by ker(θ′) and U(F3t(Cn × D6)) ∼= H o U(F3t(C2 × Cn))
where H ∼= ker(θ′).

Clearly, we have expressed U(F3t(Cn × D6)) in terms of H and U(F3t(C2 × Cn)). Now, we will
concentrate on establishing the structure of H; we can show it has exponent 3, and we will express
H as a semidirect product of two abelian subgroups of H.

Lemma 2.0.1 H has exponent 3.

Proof. Let h = 1 +
n∑
j=1

Aj +
n∑
k=1

Bky ∈ H where

Aj =
2∑
i=1

αi+2(j−1)z
j−1(xi − 1) and Bk =

2∑
i=1

αi+2(k+n−1)z
k−1(xi − 1)

αj ∈ F3t . Then

h2 =

(
1 +

n∑
j=1

Aj +
n∑
k=1

Bky

)2

= 1 + 2
n∑
j=1

Aj + 2
n∑
k=1

Bky +
n∑
j=1

n∑
k=1

AjAk

+
n∑
j=1

n∑
k=1

AjBky +
n∑
j=1

n∑
k=1

BjyAk +
n∑
j=1

n∑
k=1

BjyBky

= 1 + 2
n∑
j=1

Aj + 2
n∑
k=1

Bky

+
n∑
j=1

n∑
k=1

(AjAk + BjB
′
k) +

n∑
j=1

n∑
k=1

(AjBk + BjA
′
k)y

where yAk = A′ky and yBk = B′ky.
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Firstly, note that,

(x− 1)2 = (x− 1)(x− 1)

= x2 − 2x+ 1

= x2 + x+ 1 = x̂

(x2 − 1)2 = (x2 − 1)(x2 − 1)

= x4 − 2x2 + 1

= x+ x2 + 1 = x̂

and (x− 1)(x2 − 1) = (x2 − 1)(x− 1)

= x3 − x2 − x+ 1

= 1− x2 − x+ 1

= 2x2 + 2x+ 2 = 2x̂

Now

AjAk = (zj−1(α2j−1(x− 1) + α2j(x
2 − 1))(zk−1(α2k−1(x− 1) + α2k(x

2 − 1))

= zj+k−2(α2j−1α2k−1(x− 1)2 + α2j−1α2k(x− 1)(x2 − 1)

+ α2jα2k−1(x
2 − 1)(x− 1) + α2jα2k(x

2 − 1)2)

= zj+k−2(α2j−1α2k−1x̂+ 2α2j−1α2kx̂+ 2α2jα2k−1x̂+ α2jα2kx̂)

= zj+k−2((α2j−1α2k−1 + α2jα2k) + 2(α2j−1α2k + α2jα2k−1))x̂,

BjB
′
k = BjyBky

= (zj−1(α2j+2n−1(x− 1) + α2j+2n(x2 − 1))(zk−1(α2k−1(x− 1) + α2k(x
2 − 1))

= zj+k−2(α2j+2n−1(x− 1) + α2j+2n(x2 − 1))(α2k−1(x− 1) + α2k(x
2 − 1))

= zj+k−2(α2j+2n−1α2k−1(x− 1)2 + α2j+2n−1α2k(x− 1)(x2 − 1)

+ α2j+2nα2k−1(x
2 − 1)(x− 1) + α2j+2nα2k(x

2 − 1)2)

= zj+k−2(α2j+2n−1α2k−1x̂+ α2j+2n−1α2k2x̂+ α2j+2nα2k−12x̂+ α2j+2nα2kx̂

= zj+k−2((α2j+2n−1α2k+2n + α2j+2nα2k+2n−1) + 2(α2j+2n−1α2k+2n−1 + α2j+2nα2k+2n))x̂,

AjBk = (zj−1(α2j−1(x− 1) + α2j(x
2 − 1))(zk−1(α2k+2n−1(x− 1) + α2k+2n(x2 − 1))

= zj+k−2(α2j−1(x− 1) + α2j(x
2 − 1))(α2k+2n−1(x− 1) + α2k+2n(x2 − 1))

= zj+k−2(α2j−1α2k+2n−1(x− 1)2 + α2j−1α2k+2n(x− 1)(x2 − 1)

+ α2jα2k+2n−1(x
2 − 1)(x− 1) + α2jα2k+2n(x2 − 1)2)

= zj+k−2(α2j−1α2k+2n−1x̂+ α2j−1α2k+2n2x̂+ α2jα2k+2n−12x̂+ α2jα2k+2nx̂

= zj+k−2((α2j−1α2k+2n−1 + α2jα2k+2n) + 2(α2j−1α2k+2n + α2jα2k+2n−1))x̂,
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and

BjA
′
k = BjyAk

= (zj−1(α2j+2n−1(x− 1) + α2j+2n(x2 − 1))(zk−1(α2k−1(x− 1) + α2k(x
2 − 1))

= zj+k−2(α2j+2n−1(x− 1) + α2j+2n(x2 − 1)(α2k−1(x− 1) + α2k(x
2 − 1)

= zj+k−2(α2j+2n−1α2k−1(x− 1)2 + α2j+2n−1α2k(x− 1)(x2 − 1)

+ α2j+2nα2k−1(x
2 − 1)(x− 1) + α2j+2nα2k(x

2 − 1)2

= zj+k−2(α2j+2n−1α2k−1x̂+ α2j+2n−1α2k2x̂+ α2j+2nα2k−12x̂+ α2j+2nα2kx̂

= zj+k−2((α2j+2n−1α2k + α2j+2n−1α2k−1) + 2(α2j+2n−1α2k−1 + α2j+2nα2k))x̂.

Therefore,
n∑
j=1

n∑
k=1

(AjAk+BjB
′
k)+

n∑
j=1

n∑
k=1

(AjBk+BjA
′
k)y takes the form x̂(γ1+γ2y) where γ1, γ2 ∈

F3t . Now,

h3 =

(
1 + 2

n∑
j=1

Aj + 2
n∑
k=1

Bky + x̂(γ1 + γ2y)

)(
1 + 2

n∑
j=1

Aj + 2
n∑
k=1

Bky

)

= 1 + 3
n∑
j=1

Aj + 3
n∑
k=1

Bky + 2

(
n∑
j=1

n∑
k=1

(AjAk + BjB
′
k) +

n∑
j=1

n∑
k=1

(AjBk + BjA
′
k)y

)

+ x̂(γ1 + γ2y) + x̂(γ1 + γ2y)
n∑
j=1

Aj + x̂(γ1 + γ2y)
n∑
k=1

Bky

= 1 + 2(x̂(γ1 + γ2y)) + x̂(γ1 + γ2y) + x̂(γ1 + γ2y)
n∑
j=1

Aj + x̂(γ1 + γ2y)
n∑
k=1

Bky

= 1 + x̂(γ1 + γ2y)
n∑
j=1

Aj + x̂(γ1 + γ2y)
n∑
k=1

Bky.

Clearly x̂Aj = x̂
2∑
i=1

αi+2(j−1)z
j−1(xi − 1) =

2∑
i=1

αi+2(j−1)z
j−1(x̂− x̂) = 0, x̂(γ1 + γ2y)

n∑
j=1

Aj = 0 and

x̂(γ1 + γ2y)
n∑
k=1

Bky = 0. Therefore H has exponent 3. �

The first abelian subgroup of H that we construct is CH(x), where CH(x) is the centralizer of x in
H. As the exponent of H is 3 and CH(x) is abelian, CH(x) is an abelian 3-group.

Lemma 2.0.2 CH(x) ∼= C3nt
3 .
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Proof. Clearly CH(x) = {h ∈ H |xh = hx}. Let h = 1 +
n∑
j=1

Aj +
n∑
k=1

Bky ∈ H where

Aj =
2∑
i=1

αi+2(j−1)z
j−1(xi − 1) and Bk =

2∑
i=1

αi+2(k+n−1)z
k−1(xi − 1)

and αj ∈ F2t . Now

xh− hx = x

(
1 +

n∑
j=1

Aj +
n∑
k=1

Bky

)
−

(
1 +

n∑
j=1

Aj +
n∑
k=1

Bky

)
x

= x

(
n∑
k=1

Bky

)
−

(
n∑
k=1

Bky

)
x.

Now,

xBky −Bkyx = zk−1[(α2j+2n−1(x
2 − x) + α2j+2n(1− x))− (α2j+2n−1(1− x2) + α2j+2n(x− x2))]y

= x̂yzk−1(α2j+2n − α2j+2n−1).

Therefore, every element of CH(x) takes the form

1 +
n∑
j=1

Aj +
n∑
l=1

αl+2nx̂yz
l−1

where Aj =
2∑
i=1

αi+2(j−1)z
j−1(xi−1) and αi ∈ F2t . Clearly, (x̂)2 = 3x̂ = 0 and x̂Aj = Ajx̂. Therefore

CH(x) is an abelian group of order 32nt · 3nt = 33nt. �

The next subgroup that we construct is also an abelian 3-group. We define it element-wise as
follows:

Lemma 2.0.3 Let S be the subgroup of H where the elements of H take the form:

1 +
n∑
j=1

Rj

consisting of Rj =
2∑
i=1

irjx
i(1 + y)zj−1 and ri ∈ F3t. Then S ∼= Cnt

3 .
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Proof. Let s1 = 1 +
n∑
j=1

Rj ∈ S and s2 = 1 +
n∑
j=1

Tj ∈ S where Rj =
2∑
i=1

irjx
i(1 + y)zj−1, Tj =

2∑
i=1

itjx
i(1 + y)zj−1 and ri, tj ∈ F3t . Now

s1s2 =

(
1 +

n∑
j=1

Rj

)(
1 +

n∑
j=1

Tj

)

= 1 +
n∑
j=1

(Rj + Tj) +

(
n∑
j=1

Rj

)(
n∑
j=1

Tj

)
and

RjTk =

(
2∑
i=1

irjx
i(1 + y)zj−1

)(
2∑
i=1

itkx
i(1 + y)zk−1

)
= (rjx+ rjxy + 2rjx

2 + 2rjx
2y)(tkx+ tkxy + 2tkx

2 + 2tkx
2y)zj+k−2

= rjtk(9 + 9y + 6x+ 6xy + 3x2 + 3x2y)zj+k−2

=
3∑
i=1

(12− 3i)rjtkx
i−1(1 + y)zj+k−2

= 0.

Clearly s1s2 ∈ S and S is abelian, therefore S ∼= Cnt
3 . �

We are now in a position to describe the structure of H in terms of the semidirect product of abelain
3-groups.

Theorem 2.0.4
U(F3t(Cn ×D6)) ∼= (C3nt

3 o Cnt
3 ) o U(F3t(C2 × Cn))

Proof. Let c = 1 +
n∑
j=1

Aj +
n∑
l=1

αl+2nx̂yz
l−1 ∈ CH(x) and s = 1 +

n∑
j=1

Rj ∈ S where Aj =

2∑
i=1

αi+2(j−1)z
j−1(xi − 1), Rj =

2∑
i=1

irjx
i(1 + y)zj−1 and αi, rj ∈ F3t . Now

cs = s2cs

=

(
1 +

n∑
j=1

Rj

)2(
1 +

n∑
j=1

Aj +
n∑
l=1

αl+2nx̂yz
l−1

)(
1 +

n∑
j=1

Rj

)

=

(
1 + 2

n∑
j=1

Rj

)(
1 +

n∑
j=1

Aj +
n∑
l=1

αl+2nx̂yz
l−1

)(
1 +

n∑
j=1

Rj

)
.
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Now Rj
2 = 0 and x̂Rj = 3x̂rj(1 + y)zj−1 = 0 = Rjx̂, therefore

cs = 1 +
n∑
j=1

Aj +
n∑
l=1

αl+2nx̂yz
l−1 + 2

(
n∑
j=1

Rj

)(
n∑
j=1

Aj

)
+

(
n∑
j=1

Aj

)(
n∑
j=1

Rj

)

+ 2

(
n∑
j=1

Rj

)(
n∑
j=1

Aj

)(
n∑
j=1

Rj

)
.

Now, RjAk = rj(α2k − α2k−1)x̂(1− y)zj+k−2, AkRj = rj(α2k − α2k−1)x̂(1 + y)zj+k−2 and

2RjAk + AkRj = rj(α2k − α2k−1)x̂[2(1− y) + (1 + y)]zj+k−2

= rj(α2k−1 − α2k)x̂yz
j+k−2.

Additionally, RjAkRj = 0 since x̂Rj = 0. Therefore cs ∈ CH(x) and consequently CH(x) is a
normal subgroup of H. Finally, CH(x)∩S = {1}, H = CH(x).S and H ∼= CH(x)oS ∼= C3nt

3 oCnt
3 .
�

It remains to establish the structure of U(F3t(C2 × Cn)).

Corollary 2.0.5

U(F3t(Cn ×D6)) ∼=

{
(C3nt

3 o Cnt
3 ) o C2n

3t−1 if n|(3t − 1)

(C3nt
3 o Cnt

3 ) o
(
C

2f1(V )
3 × C2f2(V )

32 × · · · × C2fm(V )
3m × C2

3m−1

)
if n = 3m

where fi(V ) = t(|C3m
3i−1| − 2|C3m

3i |+ |C3m
3i+1|).

Proof. It is well known ([92]) that

F3t(C2 × Cn) ∼= (F3tC2)Cn ∼= (F3t ⊕ F3t)Cn ∼= F3tCn ⊕ F3tCn.

If n|(3t − 1), then F3tCn ∼= ⊕ni=1F3t by Corollary 3.5.6 in [90]. Therefore, U(F3t(C2 × Cn)) ∼= C2n
3t−1

when n|(3t− 1). When n = 3m, the number of cyclic groups fi(V ) of order 3i in the direct product
of V (F3tG) is

fi(V ) = t(|C3m
3i−1| − 2|C3m

3i |+ |C3m
3i+1|).

�
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Chapter 3

Constructions of Self-Dual and Formally
Self-Dual Codes from Group Rings

It is a well known fact that certain ideals in Group Rings correspond to certain linear block codes.
In [13], it was shown that the Reed-Muller codes can be constructed from certain ideals of the
group algebra of 2-groups over a finite field of characteristic 2. Furthermore, in [14], it was shown
that certain ideals of the group algebra of p-groups over a field that contained a pth-root of unity,
correspond to MDS-codes. A useful collation of known results on error-correcting codes which are
ideals in group algebras have been constructed by Kelarev and Solé, [80].

In 1990, the famous extended binary Golay code was constructed from an ideal of the group algebra
F2S4 where S4 is the symmetric group on 4 elements, [15]. In 2006, a certain isomorphism from
a group ring to a certain subring of the n × n matrices was established [60]; a representation of
RG expressed in the basis G. Later, this isomorphism was used to construct the extended binary
Golay code and the famous [48, 24, 12] code from the group algebras F2D24 and F2D48 where D24

and D48 are the dihedral groups of orders 24 and 48, [84, 85]. Today, this established isomor-
phism is used, under certain conditions, to construct self-dual and quantum codes. In particular,
three essential conditions are provided for when group rings can be used to construct self-dual codes.

In this chapter, we describe G-codes, which are ideals in a group ring of a finite group G, over a
finite commutative Frobenius ring. We prove that the dual of a G-code is also a code. Building on
the work of Hurley [61], we show that one of the three conditions that is required for construction
self-dual codes from group rings in unnecessary. We show that several of the standard construc-
tions of self-dual codes are found within our general framework, and we prove that our constructed
codes must have an automorphism group that contains G as a subgroup. Here, we also prove that
a common construction technique for producing self-dual codes cannot produce the putative [72,
36, 16] Type II code. Furthermore, we produce formally self-dual codes over a finite commutative
Frobenius ring. Finally, we conclude this chapter with establishing which group algebras (F2G
where |G| = 24) can be used to construct the extended binary Golay code. This chapter is joint
work and the results are published in [26].
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3.1 Codes and Ideals

We shall consider codes that are ideals inside of a group ring, where the ring is the alphabet of the
code and assume that the ring is a finite commutative Frobenius ring. For a given element v ∈ RG
(where R is a Frobenius commutative ring and G is a group), we define the following code over the
ring R:

C(v) = 〈σ(v)〉, (3.1)

where σ is defined in Theorem 1.1.15. Namely, the code is formed by taking the row space of σ(v)
over the ring R where σ(v) is the previously described map in [60].

We shall now show that the codes we construct are actually ideals in the group ring. We use
this to get information about the automorphism group of the constructed code.

Theorem 3.1.1 Let R be a finite commutative Frobenius ring and G a finite group of order n. Let
v ∈ RG and let C(v) be the corresponding code in Rn. Let I(v) be the set of elements of RG such
that

∑
αigi ∈ I(v) if and only if (α1, α2, . . . , αn) ∈ C(v). Then I(v) is a left ideal in RG.

Proof. The rows of σ(v) consist precisely of the vectors that correspond to the elements hv in RG
where h is any element of G. The sum of any two elements in I(v) corresponds exactly to the sum
of the corresponding elements in C(v) and so I(v) is closed under addition.

Let w1 =
∑
βigi ∈ RG. Then if w2 corresponds to a vector in C(v), it is of the form

∑
γjhjv.

Then w1w2 =
∑
βigi

∑
γihiv =

∑
βiγjgihjv which corresponds to an element in C(v) and gives

that the element is in I(v). Therefore I(v) is a left ideal of RG. �

Example 3.1.2 Let v = 1+ba+ba2+ba3 ∈ F2D8 where 〈a, b〉 ∼= D8. Then σ(v) =


1 0 0 0 0 1 1 1
0 1 0 0 1 1 1 0
0 0 1 0 1 1 0 1
0 0 0 1 1 0 1 1
0 1 1 1 1 0 0 0
1 1 1 0 0 1 0 0
1 1 0 1 0 0 1 0
1 0 1 1 0 0 0 1


and σ(v) is equivalent to A =

(
1 0 0 0 0 1 1 1
0 1 0 0 1 1 1 0
0 0 1 0 1 1 0 1
0 0 0 1 1 0 1 1

)
. Clearly C(v) = 〈σ(v)〉 is the [8, 4, 4] extended

Hamming code. Let v1 = 1 + ba + ba2 + ba3 ∈ F2D8, v2 = 1 + b + ba + ba2 ∈ F2D8, v3 =
1 + b + ba + ba3 ∈ F2D8 and v4 = 1 + b + ba2 + ba3 ∈ F2D8 where vi are the group ring elements
corresponding to the rows of A. Let I(v) =

{∑4
i=1 αivi|αi ∈ F2

}
. Then I(v) is a left ideal of F2D8

and in particular I(v) is the left principle ideal of F2D8 generated by v.

Corollary 3.1.3 Let R be a finite commutative Frobenius ring and G a finite group of order n. Let
v ∈ RG and let C(v) be the corresponding code in Rn. Then the automorphism group of C(v) has
a subgroup isomorphic to G.

Proof. Since I(v) is an ideal in RG we have that I(v) is held invariant by the action of the elements
of G. It follows immediately that the automorphism group of C(v) contains G as a subgroup. �
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We note that our construction gives a natural generalization of cyclic codes since cyclic codes
are ideals in RCn where Cn is the cyclic group of order n. Cyclic codes are held invariant by the
cyclic shift, whereas our codes are held invariant by the action of the group G on the coordinates.
Moreover, this is the strength of our construction technique. Specifically, we can construct a code
whose automorphism group must contain a given group. In this sense, when the group used is G,
we can refer to a code that is an ideal in RG as G-codes, where G is replaced by the name of the
code when known. Therefore, classically we can say cyclic codes, but we can now say dihedral codes
or dicyclic codes. When something applies to any group we can still say G-codes. It is immediate
that a code of length n can only be a G-code for some G if it has a subgroup of its automorphism
group of order n.

Example 3.1.4 Let C be the extremal [48, 24, 12] Pless symmetry code. The automorphism group
of this code is PSL(2, 47). A computation in GAP [97] shows that the only subgroup of PSL(2, 47)
of order 48 is D48. Hence the only possible construction of this code by our technique must have
G = D48. This construction is given by McLoughlin in [85]. This gives that the Pless symmetry
code is, in fact, a dihedral code.

Combining the results in [4], [6], [10], [86], [87] and [99], we have that the automorphism group
of a putative [72, 36, 16] code must have order 1,2, 3, 4, or 5. Since it is impossible for a group of
order 72 to satisfy these we have the following corollary.

Corollary 3.1.5 The putative [72, 36, 16] code cannot be of the form C(v) for any v ∈ F2G for any
group G.

Proof. The result follows immediately from Corollary 3.1.3 and the previous discussion. �

Note that a code whose automorphism group is trivial cannot be constructed by this technique.

One of the fundamental results about cyclic codes is that the orthogonal of a cyclic code is again
a cyclic code. In this subsection, we generalize this results to codes that are ideals in a group ring.
That is, we show that if C is a G-code for some G then its orthogonal C⊥ is also a G-code.

Let I be an ideal in a group ring RG. Define R(C) = {w | vw = 0,∀v ∈ I}. It is immediate that
R(I) is an ideal of RG. Let v = ag1g1 +ag2g2 + . . . agngn ∈ RG and C(v) be the corresponding code.
Let Ψ : RG → Rn be the canonical map that sends ag1g1 + ag2g2 + . . . agngn to (ag1 , ag2 , . . . , agn).
Let I be the ideal Ψ−1(C), and let w = (w1, w2, . . . , wn) ∈ C⊥. Then

[(ag−1
j g1

, ag−1
j g2

, . . . , ag−1
j gn

), (w1, w2, . . . , wn)] = 0,∀j. (3.2)

This gives
n∑
i=1

ag−1
j gi

wi = 0, ∀j. (3.3)

Let w = Ψ−1(w) =
∑
wgigi and define w ∈ RG to be w = bg1g1 + bg2g2 + · · ·+ bgngn where

bgi = wg−1
i
. (3.4)

21



Then
n∑
i=1

ag−1
j gi

wi = 0 =⇒
n∑
i=1

ag−1
j gi

bg−1
i

= 0. (3.5)

Then g−1j gig
−1
i = g−1j , hence this is the coefficient of g−1j in the product of w and g−1j v. This gives

that w ∈ R(I) if and only if w ∈ C⊥.
Let φ : Rn → RG by φ(w) = w. It is clear that φ is a bijection between C⊥ and R(Ψ−1(C)).

Theorem 3.1.6 Let C = C(v) be a code in RG formed from the vector v ∈ RG. Then Ψ−1(C⊥)
is an ideal of RG.

Proof. We have that Ψ(φ(C⊥)) is permutation equivalent to C⊥ and φ(C⊥) is an ideal and so
Ψ−1(C) is an ideal as well. �

The following is a rephrasing, in more general terms, of Theorem 1 in [60] where R is assumed
to be a finite commutative Frobenius ring. The proof is identical and simply consists of showing
that addition and multiplication is preserved.

Theorem 3.1.7 Let R be a finite commutative Frobenius ring and let G be a group of order n.
Then the map σ : RG→Mn(R) is an injective ring homomorphism.

For an element v =
∑
αigi ∈ RG, define the element vT ∈ RG as vT =

∑
αig
−1
i . This is

sometimes known as the canonical involution for the group ring. Note that involution is defined as
a function or operator that is equal to its inverse, and therefore gives the identity when applied to
itself. The reason this notation is used in this setting will be apparent by the next lemma.

Lemma 3.1.8 Let R be a finite commutative Frobenius ring and let G be a group of order n. For
an element v ∈ RG, we have that σ(v)T = σ(vT ).

Proof. The ij-th element of σ(vT ) is α(g−1
i gj)−1 = αg−1

j gi
which is the ji-th element of σ(v). �

Next, we give our first result about the structure of our constructed codes.

Lemma 3.1.9 Let R be a finite commutative Frobenius ring and let G be a group of order n. If
v = vT and v2 = 0 then C(v) is a self-orthogonal code.

Proof. If v = vT then σ(v)T = σ(vT ) by Lemma 3.1.8. Then we have that (σ(v)σ(v))ij is the
inner-product of the i-th and j-th rows of σ(v). Since v2 = 0, by Theorem 3.1.7 we have that
σ(v)σ(v) = 0. This gives that any two rows of σ(v) are orthogonal and hence they generate a
self-orthogonal code. �

We can now use this lemma to construct self-dual codes. For codes over fields we could simply
use the dimension of σ(v), however over an arbitrary Frobenius ring, we cannot determine the size
of the generated code simply from the rank of the matrix. Therefore, we have the following theorem.
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Theorem 3.1.10 Let R be a finite commutative Frobenius ring and G be a group of order n, with
v an element in RG. If v = vT , v2 = 0 and |Cv| = |R|

n
2 then Cv is a self-dual code.

Proof. By Lemma 3.1.9 the code Cv is self-orthogonal and since |Cv| = |R|n2 we have that Cv is
self-dual. �

Notice that unlike the field case we are not assuming that n is even. For example, let R = Rk

and G be the trivial group of size 1 with v = uieG where eG is the identity of the group. Then
σ(v) = (ui) and Cv is a self-dual code of length 1.

In the following example, we show the strength of this construction by constructing a code over
R1 using the alternating group on 4 elements, which has an image under the associated Gray map
of the length 24 extended Golay code.

Example 3.1.11 We shall use the previous results to construct the binary Golay code from the
ring R1. Let v = u(b + ab + ac + bc2) + (bc + bc2) + (1 + u)(c2 + abc2) ∈ R1A4. Then, Cv is
a self-dual code of length 12 over R1. Hence φk(C) is a binary self-dual code of length 12 by
Theorem 1.2.24. The binary code φk(C) has a generator matrix of the following form:

(
I12 A

)

where A =


1 0 1 1 0 0 1 0 1 1 0 1
1 1 1 0 0 1 1 0 1 0 1 0
1 1 1 1 1 0 0 0 0 1 1 0
1 0 1 0 1 0 0 1 1 0 1 1
1 0 0 1 1 1 1 0 0 0 1 1
1 1 0 0 1 1 0 0 1 1 0 1
1 1 0 1 0 1 1 1 0 1 0 0
0 1 1 0 1 0 1 1 1 1 0 0
0 1 0 1 1 1 0 1 1 0 1 0
0 0 1 1 1 1 0 1 0 1 0 1
0 1 1 1 0 0 1 1 0 0 1 1
0 0 0 0 0 1 1 1 1 1 1 1

. It is a simple computation to see that φk(Cv) is the [24, 12, 8]

Golay code.

Lemma 3.1.12 Let R be a finite commutative Frobenius ring and let G be a group of order n. If
v =

∑
αigi and w = αigih for some h ∈ G then Cv and Cw are equivalent codes.

Proof. The generator matrix for Cw is formed from the generator matrix of Cv by permuting the
columns corresponding to multiplication of the elements of G by h. Hence, the codes are equivalent.

�

Example 3.1.13 Let v1 = 1 + xz + yz + xyz ∈ F2(C2 × C2 × C2) where 〈x, y, z〉 ∼= C2 × C2 × C2.

Now σ(v1) is equivalent to

(
1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0

)
. The code C(v1) is the the [8, 4, 4] extended Hamming

code. Next, let us consider v2 = (1 + xz+ yz+ xyz)y = y+ xz+ z+ xyz ∈ F2(C2×C2×C2). Then

σ(v2) is equivalent to

(
1 0 0 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 1 1 0 1 1 0
0 0 0 0 1 1 1 1

)
. Clearly C(v1) is equivalent to C(v2).

3.2 The Extended Binary Golay Code

Next, we consider constructing the extended binary Golay code from certain group algebras. We
shall now consider constructions of the [24, 12, 8] binary Golay code from F2G for various groups G.
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It is well known that the automorphism group of the [24, 12, 8] code is the Mathieu group M24.
Therefore, the only possible groups that can work for our construction are

SL(2, 3), S4, D24, (C6 × C2) o C2, C3 ×D8, C2 × A4 and C2
2 ×D6.

1

Initially, it was shown in [15] that the [24, 12, 8] code could be constructed from ideals in the
group algebra F2S4 where S4 is the symmetric group on 4 elements. In [84], the [24, 12, 8] code was
constructed from F2D24. We shall now separately consider the remaining cases.

3.2.1 The Group C3 ×D8

We begin by considering the group C3 ×D8. Let v be the element

v =
4∑
i=1

[ai−1(αi + αi+4z + αi+8z
2) + bai−1(αi+12 + αi+16z + αi+20z

2)] ∈ F2(C3 ×D8)

where 〈z〉 = C3, 〈a, b〉 = D8 and αi ∈ F2. Now

σ(v) =

(
A B
B A

)

where A =

A1 A2 A3

A3 A1 A2

A2 A3 A1

, B =

B1 B2 B3

B3 B1 B2

B2 B3 B1

,

A1 = cir(α1, α2, α3, α4),

A2 = cir(α5, α6, α7, α8),

A3 = cir(α9, α10, α11, α12),

B1 = rcir(α13, α14, α15, α16),

B2 = rcir(α17, α18, α19, α20),

B3 = rcir(α21, α22, α23, α24)

and cir(α1, α2, . . . , αn), rcir(α1, α2, . . . , αn) are circulant and reverse circulant matrices respectively
and α1, α2, . . . , αn is the first row of the respective matrices. Clearly 〈σ(v)〉 is self-dual if σ(v)T =
σ(v). Now, σ(v)T = σ(v) if and only if a2 = a4, a5 = a9, a6 = a12, a7 = a11, a8 = a10, a17 = a21,
a18 = a22, a19 = a23 and a20 = a24. Next, consider elements of F2(C3 ×D8) of the form

{α1 + α2(a+ a3) + α3a
2 + α4(z + z2) + α5az(1 + a2z) + α6a

2z(1 + z) + α7az(a2 + z)

+
4∑
i=1

b(αi+7 + αi+11(z + z2))ai−1 |αi ∈ F2 }

1These groups are SmallGroup(24,i) for i ∈ {3, 6, 8, 10, 12, 13, 14} according to the GAP system [97].
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and in particular the element v1 = 1 + b[(â+ 1) + (1 + a)(ẑ + 1)] of this set where â =
∑3

i=0 a
i and

ẑ =
∑2

i=0 z
i. The matrix σ(v1) is equivalent to(

I A
A I

)
where

A =


0 1 1 1 1 1 0 0 1 1 0 0
1 1 1 0 1 0 0 1 1 0 0 1
1 1 0 1 0 0 1 1 0 0 1 1
1 0 1 1 0 1 1 0 0 1 1 0
1 1 0 0 0 1 1 1 1 1 0 0
1 0 0 1 1 1 1 0 1 0 0 1
0 0 1 1 1 1 0 1 0 0 1 1
0 1 1 0 1 0 1 1 0 1 1 0
1 1 0 0 1 1 0 0 0 1 1 1
1 0 0 1 1 0 0 1 1 1 1 0
0 0 1 1 0 0 1 1 1 1 0 1
0 1 1 0 0 1 1 0 1 0 1 1

 .

It is a small computation to see that C(v1) is the [24, 12, 8] code. The full calculation using Magma
is given in Appendix A.1. Moreover, it can be shown that the above set contains 128 elements that
generate the [24, 12, 8] code.

3.2.2 The Group C2 × A4

Next we consider the group C2 × A4. Let v be the element

v =
3∑
i=1

(α4i−3 + α4i−2a+ α4i−1b+ α4iab+ α4i+9x+ α4i+10xa+ α4i+11xb+ α4i+21xab)c
i−1

∈ F2(C2 × A4)

where 〈x〉 = C2, a = (1, 2)(3, 4), b = (1, 3)(2, 4) and c = (1, 2, 3) and αi ∈ F2. Now

σ(v) =

(
A B
B A

)

where A =

A2 A2 A3

A4 A5 A6

A7 A8 A9

, B =

B2 B2 B3

B4 B5 B6

B7 B8 B9

,

A1 = bc(α1, α2, α3, α4), A2 = bc(α5, α6, α7, α8), A3 = bc(α9, α10, α11, α12),
A4 = bc(α9, α12, α10, α11), A5 = bc(α1, α4, α2, α3), A6 = bc(α5, α8, α6, α7),
A7 = bc(α5, α7, α8, α6), A8 = bc(α9, α11, α12, α10), A9 = bc(α1, α3, α4, α2),
B1 = bc(α13, α14, α15, α16), B2 = bc(α17, α18, α19, α20), B3 = bc(α21, α22, α23, α24),
B4 = bc(α21, α24, α22, α23), B5 = bc(α13, α16, α14, α15), B6 = bc(α17, α20, α18, α19),
B7 = bc(α17, α19, α20, α18), B8 = bc(α21, α23, α24, α22) and B9 = bc(α13, α15, α16, α14)

where bc(a, b, c, d) is a matrix that takes the form

(
a b c d
b a d c
c d a b
d c b a

)
. Now, σ(v) = σ(v)T if and only if

a5 = a9, a6 = a12, a7 = a10, a8 = a11, a17 = a21, a18 = a24, a19 = a24 and a20 = a23. Next, consider
elements of F2(C2 × A4) of the form

{
1∑
i=0

xi((α8i+1 + α8i+2a+ α8i+3b+ α8i+4ab)+

(α8i+5 + α8i+6a+ α8i+7b+ α8i+8ab)(c+ c2)) |αi ∈ F2},
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and in particular the element v1 = 1 + x(1 + b(1 + a)(1 + c2)) + xa(1 + b)c of this set. The matrix
σ(v1) is equivalent to (

I A
A I

)
where

A =


1 0 1 1 0 1 0 1 0 0 1 1
0 1 1 1 1 0 1 0 0 0 1 1
1 1 1 0 0 1 0 1 1 1 0 0
1 1 0 1 1 0 1 0 1 1 0 0
0 1 0 1 1 1 0 1 0 1 1 0
1 0 1 0 1 1 1 0 1 0 0 1
0 1 0 1 0 1 1 1 1 0 0 1
1 0 1 0 1 0 1 1 0 1 1 0
0 0 1 1 0 1 1 0 1 1 1 0
0 0 1 1 1 0 0 1 1 1 0 1
1 1 0 0 1 0 0 1 1 0 1 1
1 1 0 0 0 1 1 0 0 1 1 1

 .

It is a small computation to see that C(v1) is the [24, 12, 8] code. Moreover, it can be shown that
the above set contains 384 elements that generate the [24, 12, 8] code.

3.2.3 The Group (C6 × C2) o C2

Next we consider the group G = (C6 × C2) o C2. Let v be the element

v =
4∑
i=1

(αiy
i−1 + αi+4xy

i−1 + αi+8x
2yi−1 + αi+12y

i−1z + αi+16xy
i−1z + αi+20x

2yi−1z)

∈ F2((C6 × C2) o C2)

where (C6 × C2) o C2 = 〈x, y, z |x3 = y4 = z2 = 1, xy = yx2, xz = zx, yz = zy3〉 and αi ∈ F2.
Now,

σ(v) =



α1 α2 α3 α4 α5 α6 α7 α8 α9 α10 α11 α12 α13 α14 α15 α16 α17 α18 α19 α20 α21 α22 α23 α24
α2 α1 α13 α10 α14 α12 α9 α18 α7 α4 α24 α6 α3 α5 α17 α22 α15 α8 α21 α23 α19 α16 α20 α11
α3 α13 α1 α14 α10 α16 α17 α23 α15 α5 α21 α22 α2 α4 α9 α6 α7 α20 α24 α18 α11 α12 α8 α19
α14 α10 α4 α1 α2 α7 α16 α24 α12 α13 α18 α15 α5 α3 α22 α17 α6 α21 α8 α11 α20 α9 α19 α23
α5 α4 α10 α2 α1 α9 α22 α11 α6 α3 α8 α17 α14 α13 α16 α15 α12 α19 α18 α24 α23 α7 α21 α20
α24 α11 α19 α17 α9 α1 α8 α4 α18 α15 α22 α2 α21 α7 α20 α3 α23 α10 α6 α5 α12 α13 α14 α16
α17 α9 α7 α19 α21 α23 α1 α6 α13 α11 α5 α18 α15 α24 α2 α8 α3 α22 α14 α12 α10 α20 α16 α4
α23 α18 α8 α6 α12 α14 α24 α1 α21 α22 α9 α10 α20 α16 α11 α4 α19 α13 α7 α2 α15 α5 α3 α17
α9 α17 α15 α11 α24 α18 α13 α22 α1 α19 α4 α23 α7 α21 α3 α20 α2 α6 α10 α16 α14 α8 α12 α5
α10 α14 α5 α13 α3 α15 α12 α21 α16 α1 α23 α7 α4 α2 α6 α9 α22 α24 α20 α19 α8 α17 α11 α18
α12 α6 α22 α18 α23 α21 α5 α9 α14 α8 α1 α19 α16 α20 α4 α11 α10 α7 α13 α17 α3 α24 α15 α2
α11 α24 α21 α15 α7 α2 α18 α10 α8 α17 α16 α1 α19 α9 α23 α13 α20 α4 α12 α14 α6 α3 α5 α22
α13 α3 α2 α5 α4 α22 α15 α20 α17 α14 α19 α16 α1 α10 α7 α12 α9 α23 α11 α8 α24 α6 α18 α21
α4 α5 α14 α3 α13 α17 α6 α19 α22 α2 α20 α9 α10 α1 α12 α7 α16 α11 α23 α21 α18 α15 α24 α8
α15 α7 α9 α21 α19 α20 α2 α12 α3 α24 α14 α8 α17 α11 α1 α18 α13 α16 α5 α6 α4 α23 α22 α10
α19 α21 α24 α7 α15 α3 α23 α14 α20 α9 α12 α13 α11 α17 α18 α1 α8 α5 α16 α10 α22 α2 α4 α6
α7 α15 α17 α24 α11 α8 α3 α16 α2 α21 α10 α20 α9 α19 α13 α23 α1 α12 α4 α22 α5 α18 α6 α14
α18 α23 α20 α22 α16 α10 α21 α13 α24 α6 α17 α14 α8 α12 α19 α5 α11 α1 α15 α3 α7 α4 α2 α9
α16 α22 α6 α23 α18 α24 α4 α17 α10 α20 α13 α11 α12 α8 α5 α19 α14 α15 α1 α9 α2 α21 α7 α3
α20 α8 α18 α12 α6 α5 α11 α2 α19 α16 α7 α4 α23 α22 α24 α10 α21 α3 α9 α1 α17 α14 α13 α15
α22 α16 α12 α20 α8 α11 α10 α15 α4 α23 α3 α24 α6 α18 α14 α21 α5 α17 α2 α7 α1 α19 α9 α13
α21 α19 α11 α9 α17 α13 α20 α5 α23 α7 α6 α3 α24 α15 α8 α2 α18 α14 α22 α4 α16 α1 α10 α12
α8 α20 α23 α16 α22 α4 α19 α3 α11 α12 α15 α5 α18 α6 α21 α14 α24 α2 α17 α13 α9 α10 α1 α7
α6 α12 α16 α8 α20 α19 α14 α7 α5 α18 α2 α21 α22 α23 α10 α24 α4 α9 α3 α15 α13 α11 α17 α1


and σ(v) = σ(v)T if and only if a4 = a14, a6 = a24, a7 = a17, a8 = a23, a11 = a12, a16 = a19 and
a21 = a22. Next, consider elements of F2((C6 × C2) o C2) of the form

{
4∑
i=1

(αiy
i−1 + αi+4xy

i−1) +
2∑
i=1

(αi+8x
2yi−1 + αi+12y

i+1z) + (α11x
2y2 + α17x

2z)(1 + y)

+ α4yz + α6x
2y3z + α7xz + x2y2zα8 + α12z + α14xy

2z + α15xyz + α16xy
3z}
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and in particular the element v1 = 1 + [a+ b+ b3 + (a+ a2)(b2 + b3)]c of this set. The matrix σ(v1)
is equivalent to (

I A
)

where

A =


0 1 0 1 1 0 1 1 0 0 1 1
0 1 0 0 1 1 1 0 1 1 1 0
1 0 1 0 1 0 1 1 1 0 1 0
0 0 1 1 1 1 1 0 1 0 0 1
1 1 0 1 1 1 0 0 0 1 0 1
1 1 1 0 0 1 1 0 0 0 1 1
1 1 0 0 0 0 0 1 1 1 1 1
1 0 1 1 0 1 0 0 1 1 1 0
1 1 0 1 0 1 1 1 1 0 0 0
0 0 1 0 1 1 0 1 0 1 1 1
1 0 1 1 0 0 1 1 0 1 0 1
0 1 1 1 1 0 0 1 1 1 0 0

 .

It is a small computation to see that C(v1) is the [24, 12, 8] code. Moreover, it can be shown that
the above set contains 576 elements that generate the [24, 12, 8] code.

3.2.4 The Group SL(2, 3)

Next we consider the group SL(2, 3). Let v be the element

v =
6∑
i=1

xi−1
(
αi + α6+iy + α12+iy

2 + α18+iy
2x
)
∈ F2SL(2, 3)

where SL(2, 3) = 〈x, y |x3 = y3 = (xy)2〉 and αi ∈ F2. Now,

σ(v) =


A1 A2 A3 A4

A5 A6 A7 A8

A9 A10 A11 A12

A13 A14 A15 A16

 ,

where A1 = circ(α1, α2, α3, α4, α5, α6), A2 = circ(α7, α8, α9, α10, α11, α12),
A3 = circ(α13, α14, α15, α16, α17, α18), A4 = circ(α19, α20, α21, α22, α23, α24),
A5 = circ(α16, α22, α8, α13, α19, α11), A6 = circ(α1, α21, α14, α4, α24, α17),
A7 = circ(α7, α20, α5, α10, α23, α2), A8 = circ(α18, α12, α6, α15, α9, α3),
A9 = circ(α10, α15, α21, α7, α18, α24), A10 = circ(α16, α6, α20, α13, α3, α23),
A11 = circ(α1, α12, α19, α4, α9, α22), A12 = circ(α2, α17, α11, α5, α14, α8),
A13 = circ(α9, α14, α20, α12, α17, α23), A14 = circ(α15, α5, α19, α18, α2, α22),
A15 = circ(α6, α11, α24, α3, α8, α21), A16 = circ(α1, α16, α10, α4, α13, α7).

Now, σ(v) = σ(v)T if and only if α2 = α6, α3 = α5, α7 = α16, α8 = α11, α9 = α19, α10 = α13,
α12 = α22, α14 = α24, α15 = α18, α17 = α21 and α20 = α23. Next, consider elements of F2SL(2, 3) of
the form:

{α1 + α2(x+ x5) + α3(x
2 + x4) + α4x

3 + α5(y + x3y2) + α6(xy + x4y) + α7(x
2y + y2x)

+ α8(x
3y + y2) + α9(x

5y + x3y2x) + α10(xy
2 + x5y2x) + α11(x

2y2 + x5y2)

+ α12(x
4y2 + x2y2x) + α13(xy

2x+ x4y2x) |αi ∈ F2}.

It can be shown that it is not possible to construct the [24, 12, 8] from any element of this set.
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3.2.5 The Group C2
2 ×D6

Next we consider the group C2
2 ×D6. Let v be the element

v =
2∑
i=0

[(αi+1 +αi+4z +αi+7w+αi+10zw) + b(αi+13 +αi+16z +αi+19w+αi+22zw)]ai ∈ F2(C
2
2 ×D6)

where 〈z, w〉 = C2
2 , 〈a, b〉 = D6 and αi ∈ F2. Now

σ(v) =

(
A B
B A

)

whereA =


A1 A2 A3 A4

A2 A1 A4 A3

A3 A4 A1 A2

A4 A3 A2 A1

, B =


B1 B2 B3 B4

B2 B1 B4 B3

B3 B4 B1 B2

B4 B3 B2 B1

, A1 = cir(α1, α2, α3), A2 = cir(α4, α5, α6),

A3 = cir(α7, α8, α9), A4 = cir(α10, α11, α12), B1 = rcir(α13, α14, α15), B2 = rcir(α16, α17, α18),
B3 = rcir(α19, α20, α21) and B4 = rcir(α22, α23, α24).
Now, σ(v) = σ(v)T if and only if α2 = α3, α5 = α6, α8 = α9 and α11 = α12. Next, consider elements
of F2(C

2
2 ×D6) of the form

{α1 + α3z + α5w + α7zw + (a+ a2)(α2 + α4z + α6w + α8zw)

+
2∑
i=0

+bai(αi+13 + αi+16z + αi+19w + αi+22zw)}.

It can be shown that it is not possible to construct the [24, 12, 8] Golay code from any element
of this set.

We summarize these results in the following: The [24, 12, 8] Type II code can be constructed in
F2G precisely for the following groups of order 24: S4, D24, C3 ×D8, C2 ×A4 and (C6 × C2) o C2.

3.3 The Dihedral Group

In this section, we shall describe these techniques for generating codes for the dihedral group. Let
D2k be the dihedral group of order 2k. We describe the group by D2k = 〈a, b | a2 = bk = 1, ab =
b−1a〉. The ordering of the elements for the map σ is 1, b, b2, . . . , bk−1, a, ab, ab2, . . . , abk−1. It is this
group that McLoughlin used in [85] to give a construction of the binary [48, 24, 12] extremal Type II
code.
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Let v =
∑
αai,bja

ibj. In this case, the matrix σ(v) is of the form:

α1 αb αb2 . . . αbk−1 αa αab αab2 . . . αabk−1

αbk−1 α1 αb . . . αbk−2 αab αab2 αab3 . . . αa
...

...
...

...
...

...
...

...
...

...
αb αb2 αb3 . . . α1 αabk−1 αa αab . . . αabk−2

αa αab αab2 . . . αabk−1 α1 αb αb2 . . . αbk−1

αab αab2 αab3 . . . αa αbk−1 α1 αb . . . αbk−2

...
...

...
...

...
...

...
...

...
...

αabk−1 αa αab . . . αabk−2 αb αb2 αb3 . . . α1


. (3.6)

This gives that σ(v) is of the form: (
A B
B A

)
where A is a circulant matrix and B is a reverse circulant matrix.

We begin by proving a lemma.

Lemma 3.3.1 Let R be a finite commutative Frobenius ring of characteristic 2. Let C be the code
generated by a matrix M of the form (

Ik B
B Ik

)
,

where B is a symmetric k by k matrix. If the free rank of C is k then C is self-dual.

Proof. Let D = 〈(Ik|B)〉 and D′ = 〈(B|Ik)〉. The inner-product of the i-th row of (Ik|B) and the
j-th row of (B|Ik) is Bi,j +Bj,i = 0 since Bi,j = Bj,i and the characteristic is 2. Therefore D′ = D⊥

since |D||D′| = |R|n.
The code C = 〈D,D⊥〉. If D 6= D⊥ then |C| > |D|. However, we are assuming that the free

rank of C is k. Hence C = D = D⊥. This gives that C is a self-dual code. �

In [60], Hurley proves that Cv is self-dual over F2 if v ∈ F2D24, v
2 = 0 and the dimension is n

2
.

We can expand this by showing the following which eliminates the need for v to satisfy v2 = 0.

Theorem 3.3.2 Let R be a finite commutative Frobenius ring of characteristic 2 and let v ∈ RDn

with v =
∑
αihi where only one αa0bi is 1 and the rest are 0. If Cv has free rank k, then Cv is a

self-dual code.

Proof. Since only one α2i is 1 and the rest are 0, the generator matrix of Cv is permutation
equivalent to a matrix of the form: (

Ik B
B Ik

)
where B is a reverse circulant matrix and hence symmetric. Then, by Lemma 3.3.1, we have the
result. �
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To show the importance of the strengthening of this result, consider the element v = 1 + ab ∈
F2D2k where k is greater than 2. Then (1eD2k

+ ab)2 6= 0 but Cv is a self-dual code. We continue
with a larger example.

Example 3.3.3 Consider v ∈ F2D48 such that dim(Cv) = 24 and the minimum distance of Cv is
10. There are 192 elements v which produce equivalent self-dual codes using the technique.

A common technique for producing self-dual codes is to generate a code with the matrix (In
2
|A)

where A is a reverse circulant matrix. Given a code C generated by this matrix we have that C⊥ is
generated by (AT |In

2
) which is equal to (A|In

2
) since A is symmetric. If C is a self-dual code then

〈(A|In
2
)〉 ⊆ 〈(In

2
|A)〉. This means that the code generated by

(
In

2
A

A In
2

)
is the code C. Consider

the first row of this matrix. Reading this as an element v ∈ F2D2k we have that C = C(v). This
gives the following:

Theorem 3.3.4 Let C be a binary self-dual code generated by (In
2
|A) where A is a reverse circulant

matrix then C = C(v) for some v ∈ F2D2k.

Applying Corollary 3.1.5, we now have,

Corollary 3.3.5 The putative [72, 36, 16] Type II code cannot be produced by (In
2
|A) where A is a

reverse circulant matrix.

Proof. Corollary 3.1.5 gives that the [72, 36, 16] Type II code is not formed from an element in a
group algebra and so Theorem 3.3.4 gives the result. �

This corollary eliminates a commonly used technique in the attempt to construct this putative
code. Namely, many computational approaches to this problem have been to construct a reverse
circulant matrix A and generate the code (In

2
|A). Of course, this technique has not yet produced

the code. This corollary gives a reason why these attempts have not been successful.

3.4 The Cyclic Group Cross the Dihedral Group

In this section, we shall use the group G = Cs ×D2k. Let Cs = 〈h〉 and let D2k = 〈a, b | a2 = bk =
1, ab = b−1a〉. We shall order the elements as follows:

{(1, 1), (1, b), . . . , (1, bk−1), (h, 1), (h, b), . . . , (h, bk−1), . . . , (hs−1, 1),

(hs−1, b), . . . , (hs−1, bk−1), (1, ab), . . . , (1, abk−1), (h, 1), (h, ab), . . . , (h, abk−1),

. . . , (hs−1, 1), (hs−1, ab), . . . , (hs−1, abk−1)}.

We see that if we choose v ∈ RG such that only 1 of α(hi,a0bj) is 1 and the rest are 0. Then we
get a matrix σ(v) of the form: (

Ik B
B Ik

)
,
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where B is of the following form:

B =


1A hA h2A . . . hs−1A

hs−1A 1A hA . . . hs−2A
...

...
...

...
...

hA h2A h3A . . . 1A


where hkA indicates the matrix where the i, j-th element is (hk, Ai,j) and A is a reverse circulant
matrix.

Theorem 3.4.1 Let R be a Frobenius ring and let v ∈ RCsD2k with v =
∑
αihi where only 1 of

α(hi,)a0bj is 1 and the rest are 0. Let R be a finite commutative Frobenius ring of characteristic 2. If
|Cv| = |R|

n
2 , then Cv is isodual and hence formally self-dual with respect to any weight enumerator.

Proof. We have that the code C(v) is generated by (Ik|B) and then its orthogonal is generated by
(BT |Ik). Then we have that B is equivalent to BT . Therefore C(v) and C(v)⊥ are equivalent and
therefore, by Lemma 1.2.17, formally self-dual with respect to any weight enumerator. �

Note that if R is a finite field, then the condition in the previous theorem becomes that
dim(Cv) = n

2
.

Example 3.4.2 Let G be the group C3D8. There are exactly 212 = 4096 elements in F2G with the
property that α(hi,a0bj) is equal to 1 when i = j = 0 and equal to 0 otherwise. Of these 256 have
dim(Cv) = 12, and 192 of these codes are formally self-dual but not self-dual and 64 are self-dual.
Of the 192 formally self-dual codes, 80 have minimum distance 6 which is optimal for Type I codes.
As an example, if v1 = 1+a(b+b(1+b)(bh+h2)) then Cv1 is a formally self-dual code with minimum
distance 6. The remaining 112 formally self-dual codes have have minimum distance 4 and Cv2 is
an example of such a code where v2 = 1 + a(b2 + h+ b3h+ h2 + bh2).

Example 3.4.3 Let G be the group C4D8 and consider elements of F2G with the property that
α(hi,a0bj) is equal to 1 when i = j = 0 and equal to 0 otherwise. Of these elements, there are
2048 that have dim(Cv) = 16, of these 512 are self-dual and the remaining 1536 are formally
self-dual. Let v1 = 1 + a(b̂ + h)h, v2 = 1 + a(b + b3 + h + h3 + (b2 + b̂)h2 + (1 + b̂)h3) and
v3 = 1 + a(b(1 + h) + b̂h2 + (b + b̂)h3). The code Cv1 is an example of a formally self-dual with
minimum distance 4, the code Cv2 is an example of a formally self-dual with minimum distance
6 and the code Cv3 is an example of a formally self-dual with minimum distance 8. Of the 1536
formally self-dual codes, there are 896 with minimum distance 4, 192 with minimum distance 6 and
448 with minimum distance 8.

Example 3.4.4 Let G be C5D8 and v = 1 + a((u + ub + ub2 + b3) + (u + b + b2 + ub3)(h + h4) +
(1 + b+ ub3)(h2 + h3)) ∈ R1C5D8. Then Cv = 〈σ(v), uσ(v)〉 is a self-dual code and its image under
φ1 is a binary self-dual [80, 40, 12] code with an automorphism group of order 160.
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Example 3.4.5 Let G be the group C2D26 and consider the elements F2 with the properties that
α(hi,a0bj) is equal to 1 when i = j = 0 and equal to 0 otherwise. Of these elements, there are six
inequivalent self-dual [52, 26, 10] codes. These six elements are as follows:

i vi ∈ F2(C2D26) |Aut(Cvi)|
1 1 + a((b8 + b10 + b11 + b12) + (b+ b2 + b3 + b4 + b5 + b6 + b8 + b9 + b11)h) 52
2 1 + a((b7 + b9 + b10 + b11) + (1 + b+ b2 + b3 + b5 + b7 + b8 + b10 + b11)h) 52
3 1 + a((b6 + b8 + b10 + b11 + b12) + (1 + b+ b2 + b3 + b5 + b7 + b8 + b11)h) 52
4 1 + a((b6 + b8 + b9 + b10 + b11 + b12) + (1 + b2 + b3 + b4 + b6 + b7 + b8)h) 52
5 1 + a((b5 + b8 + b9 + b10 + b12) + (b+ b3 + b4 + b6 + b7 + b9 + b10 + b11)h) 52
6 1 + a((b5 + b7 + b8 + b9 + b10 + b11 + b12) + (1 + b+ b2 + b3 + b7 + b11)h) 52

3.5 The Cyclic Case

In this section, we shall set G = Cn the cyclic group of order n. Since the inception of cyclic codes,
it has been an open question to determine which cyclic codes are self-dual. We shall describe when
this occurs.

We focus on the case when n = 2k. Let G = 〈h〉, and let hi = hi. We then use, as the ordering
of the elements of G:

(h0, h2, . . . , h2k, h1, h3, . . . , h2k−1).

That is gi = h2(i−1) for i = 1 to k and gk+j = h2(j−1)+1 for j = 1 to k.
It follows that the form of σ(v) is:

αh0 αh2 · · · αh2k αh1 αh3 · · · αh2k−1

αh2k αh0 · · · αh2k−2
αh2k−1

αh1 · · · αh2k−3

...
...

. . .
...

...
...

. . .
...

αh4 αh6 · · · αh2 αh3 αh5 · · · αh1
αh2k−1

αh1 · · · αh2k−3
αh0 αh2 · · · αh2k

αh2k−3
αh2k−1

· · · αh2k−5
αh2k αh0 · · · αh2k−2

...
...

. . .
...

...
...

. . .
...

αh1 αh3 · · · αh2k−1
αh4 αh6 · · · αh2


.

Hence σ(v) is of the form (
A B
D A

)
where A, B and D are circulant matrices.

Choose an element of v such that v =
∑
αihi where only one of α2i = 1 and the rest of α2i are

0. Then the generating matrix is permutation equivalent to a matrix where A is Ik and B and D
are circulant matrices. Namely, we get a matrix of the form(

In
2

B

D In
2

)
.
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Theorem 3.5.1 Let R be a Frobenius ring of characteristic 2 and let v ∈ RCn with v =
∑
αihi

where only one α2i = 1 and the rest of α2i are 0. If v2k−i = vi for odd i and |C| = |R|k then C(v)
is a self-dual code.

Proof. By the construction, we have that σ(v) is of the form(
Ik B
D Ik

)
.

If v2k−i = vi for odd i then D = BT . We have that |C| = |R|k. However, the form of the matrix
gives that C contains a free code isomorphic to Rk, namely the code generated by the matrix (Ik|B).
This means that C = 〈(Ik|B)〉.

Consider the code generated by the matrix (BT |Ik). This code must be C⊥. However, this code
is contained in C(v) as well, so we have that C = C⊥. �

Notice that we did not have to determine the cardinality of the code to see that the code was
self-dual. Note that it is certainly more difficult to use this technique to construct self-dual codes
with the cyclic group. That is, we had to put more restrictions on v to obtain a self-dual code. This
is certainly to be expected since it is fairly difficult to find cyclic self-dual codes.

Moreover, note that a code over Rk constructed with this technique is cyclic, which gives that
its image under the Gray map is quasi-cyclic of index 2k.

Example 3.5.2 Let G be the cyclic group of order 10 and v = 1 + uh + h5 + uh9 ∈ R1C10. Then
Cv = 〈σ(v), uσ(v)〉 is cyclic self-dual code and its image under φ1 is a binary quasi-cyclic self-dual
[20, 10, 4] code of index 2.

We note that this is a standard construction of self-dual codes, namely you take a vector v
and generate a circulant matrix B from it with BBT = −Ik, with n = 2k, and generate the code
(Ik|B). Hence, we have another of the standard constructions of self-dual codes within our general
framework.

We can now use our general construction to produce isodual codes.

Theorem 3.5.3 Let R be a finite commutative Frobenius ring with characteristic 2. Let v ∈ RCn
with v =

∑
αihi where only one α2i = 1 and the rest of α2i are 0. If |C(v)| = |R|n2 then C(v) is a

formally self-dual code with respect to any weight enumerator.

Proof. If |C(v)| = |R|n2 then C is generated by the matrix (Ik|B) where B is a circulant matrix.
Then its orthogonal is of the form (BT |Ik). Since B is a circulant code, then by permuting the rows
and columns of B we can form BT . This gives that C(v)⊥ is equivalent to C(V ) and hence isodual
and therefore formally self-dual code with respect to any weight enumerator. �

Example 3.5.4 Let G be the cyclic group of order 6 and v = 1 + u2h+ (1 + u1 + u1u2)h
3 + u1h

5 ∈
R2C6. Then Cv = 〈σ(v), u1σ(v), u1u2σ(v)〉 is a cyclic formally self-dual code and its image under
φ2 is a binary quasi-cyclic self-dual [24, 12, 6] code of index 4.
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Example 3.5.5 Let G be the cyclic group of order 10. The following elements of R2C10 generate
four inequivalent binary self-dual [40, 20, 8] codes:

i vi ∈ R2C10 |Aut(Cvi)|
1 1 + u1(h+ h9) + u2(h

3 + h7) + h5 216 · 33 · 52

2 1 + u1(h+ h9) + u2(h
3 + h7) + (u1u2 + 1)h5 214 · 3 · 5

4 1 + u1(h+ h9) + u2(h
3 + h7) + (u2 + 1)h5 214 · 3 · 5

5 1 + u1(h+ h9) + u2(h
3 + h7) + (u1 + u1 + 1)h5 216 · 33 · 52
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Chapter 4

Constructions for Self-Dual Codes
Induced from Group Rings

Self-dual codes are a special class of codes that have connections to and applications in many fields
such as Lattices, Designs, Cryptography, Invariant Theory, etc. The natural upper bound on the
minimum distances of binary self-dual codes have led to the notion of extremal self-dual codes;
where self-dual codes have the largest possible minimum distance. There are numerous papers on
construction and classification of extremal binary self-dual codes of certain lengths. Many different
techniques have been utilized in the search for extremal binary self-dual codes. A common theme in
these methods of construction is the use of a computer search. In order to make this search feasible,
special construction methods are used in order to reduce the search field.

The double circulant construction is one of the most extensively used techniques to construct ex-
tremal binary self-dual codes. The double circulant construction assumes that the generator matrix
takes the form (In|A) where A is a circulant matrix. If this matrix generates a self-dual code, then,
AAT = −In. This technique was first introduced in the 1960’s ([17, 76]). Since then, it has been
extensively and successfully demonstrated to find many extremal self-dual codes, ([48, 49,51–53]).

In this chapter, we consider constructing self-dual codes generated by matrices of the form [In|σ(v)]
where the image of v under σ, defined in Theorem 1.1.15, is described in [60]. We show that
under certain conditions, unitary units in RG correspond to self-dual codes. Furthermore, we
find a correspondence between certain well-known techniques, namely double circulant and four
circulant, and certain well-known classes of groups, cyclic and dihedral groups, respectively. Next,
we demonstrate this construction for all groups of orders 8 and 16 over F2, F2 + uF2 and F4 + uF4.
Following the construction of many codes of length 64, we extend certain codes to result in new
codes of length 68.

4.0.1 The General Idea

Let G be a group of order n, where the elements of the group G are assigned a label, G =
{g1, g2, . . . , gn}. Then, for a given element of the group ring, v = α1g1 + α2g2 + · · · + αngn ∈ RG,
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we consider the image of v under the σ map described previously. Based on the structure of the
group, these n×n matrices can have special block-structures. After identifying the block structure
of σ(v), we form the n×2n matrix, [In|σ(v)]. The code generated by this matrix will have size |R|n.
Thus, if it is self-orthogonal, then we would have obtained a self-dual code. We can summarize this
idea in the following main theorem:

Theorem 4.0.1 Let G be a group of order n and v = α1g1 + α2g2 + · · · + αngn ∈ RG be an
element of the group ring RG. The matrix [In|σ(v)] generates a self-dual code over R if and only if
σ(v)σ(v)T = −In.

Using the previous theorem, we can relate self-dual codes to elements in a group ring in a strong
way. To do this, recall the canonical involution ∗ : RG → RG on a group ring RG is given by
v∗ =

∑
g agg

−1, for v =
∑

g agg ∈ RG. If v satisfies vv∗ = 1, then we say that v is a unitary unit in
RG. An important connection between v∗ and v appears when we take their images under the σ
map:

σ(v∗) = σ(v)T . (4.1)

Now, using Theorem 4.0.1, the fact that σ is a ring homomorphism and that σ(v) = −In if and
only if v = −1, we get the following corollary:

Corollary 4.0.2 Let RG be a group ring, where R is a commutative Frobenius ring. For v ∈ RG,
the matrix [In|σ(v)] generates a self-dual code over R if and only if vv∗ = −1. In particular, v has
to be a unit.

When we consider a ring of characteristic 2, we have −In = In, which leads to the following
important result:

Corollary 4.0.3 Let RG be a group ring where R is a commutative Frobenius ring of characteristic
2. Then, the matrix [In|σ(v)] generates a self-dual code over R if and only if v satisfies vv∗ = 1,
namely v is a unitary unit in RG.

Before moving on to the construction methods arising from certain groups, we would like to
consider two special cases.

4.0.2 Two Special Cases

We would like to demonstrate, with the following examples, that many of the well-known construc-
tion methods in the literature of self-dual codes are just special cases of the idea we have described
above.

If we take G = Cn = 〈c〉, the cyclic group of order n, then for v = a0e + a1c + · · · + an−1c
n−1,

we have σ(v) is a circulant matrix. Thus the construction that is induced by the cyclic group is the
well-known double-circulant construction, that has been used frequently in constructing self-dual
codes.

If we take G = D2n, the dihedral group of order n and we label it as

G = {e, x, . . . , xn−1, y, xy, . . . , xn−1y},
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then the companion matrix of a typical element v ∈ RD2n will be of the form

G =

[
A B
BT AT

]
,

which leads to another well-known construction in the literature of self-dual codes; when the char-
acteristic of R is 2 and we place I2n next to G, we have the four-circulant construction.

In what follows, we will take groups of order 8 and 16 to describe the construction methods arising
from these groups for self-dual codes.

4.1 Constructions coming from groups of order 8

In this section, we will use Theorem 4.0.1 and Hurley’s map to describe the construction methods
coming from groups of order 8. Following this, the constructions will be applied to find extremal
binary self-dual codes.

4.1.1 Constructions

For the groups below, we give the structure of the companion matrix σ(v) for a typical element
v ∈ F2G. We then take the matrices of the form [I8|σ(v)] to construct binary self-dual codes of length
16. Recall that cir(a1, a2, . . . , an) means the circulant matrix whose first row is (a1, a2, . . . , an), while
rcir(a1, a2, . . . , an) means the reverse circulant matrix. Let CIR(A1, A2, . . . , An) represent a block
circulant matrix whose first row of block matrices are A1, A2,. . ., An. Additionally, let Pτ be the
n× n permutation matrix for the permutation τ ∈ G where n = |G|.
� Let G = 〈x1, x2, x3 |x2i = 1, xjxk = xkxj (j 6= k)〉 ∼= C3

2 . If

α = a1 + a2x1 + a3x2 + a4x1x2 + a5x3 + a6x1x3 + a7x2x3 + a8x1x2x3 ∈ RC3
2 ,

then
σ(α) = Pe ⊗ CIR(A,B) + P(1,2) ⊗ CIR(C,D)

where G = {e, (1, 2)}, A = cir(a1, a2), B = cir(a3, a4), C = cir(a5, a6), D = cir(a7, a8) and ai ∈ R.

� Let G = 〈x1, x2 |x4 = y2 = 1, xy = yx〉 ∼= C2 × C4. If

α =
3∑
i=0

ai+1x
i + ai+5x

iy ∈ R(C2 × C4),

then
σ(α) = CIR(A,B)

where A = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8) and ai ∈ R.
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� Let G = 〈x, y |x4 = y2 = 1, xy = yx〉 ∼= C2 × C4. If

α =
3∑
i=0

a2i+1x
i + a2i+2x

iy ∈ R(C2 × C4),

then
σ(α) = CIR(A,B,C,D)

where A = cir(a1, a2), B = cir(a3, a4), C = cir(a5, a6), D = cir(a7, a8) and ai ∈ R.

� Let G = 〈x, y |x4 = y2 = 1, xy = x−1〉 ∼= D8. If

α =
3∑
i=0

ai+1x
i + ai+5x

iy ∈ RD8,

then

σ(α) =

(
A B
BT AT

)
where A = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8) and ai ∈ R. Note that this corresponds to the
four-circulant construction when char(R) = 2, as we mentioned above.

� Let G = 〈x, y |x4 = y2 = 1, xy = x−1〉 ∼= D8. If

α =
3∑
i=0

ai+1x
i + ai+5yx

i ∈ RD8,

then
σ(α) = CIR(A,B)

where A = cir(a1, a2, a3, a4), B = rcir(a5, a6, a7, a8) and ai ∈ R. This second construction from D8

will be denoted by D′8 in subsequent examples.

� Let G = 〈x, y | x4 = 1, y2 = x2, xy = x−1〉 ∼= Q8. If

α =
3∑
i=0

ai+1x
i + ai+5yx

i ∈ RQ8,

then

σ(α) =

(
A B
C A

)
where A = cir(a1, a2, a3, a4), B = rcir(a5, a6, a7, a8), C = rcir(a7, a8, a5, a6) and ai ∈ R.

� Let G = 〈x, y | x4 = 1, y2 = x2, xy = x−1〉 ∼= Q8. If

α =
3∑
i=0

ai+1x
i + ai+5x

iy ∈ RQ8,
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then

σ(α) =

(
A B
C D

)
where A = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8), C = cir(a7, a6, a5, a8), D = cir(a1, a4, a3, a2)
and ai ∈ R. This second construction from Q8 will be denoted by Q′8 in subsequent examples.

4.1.2 Examples of Extremal Binary Self-dual Codes obtained from the
Constructions

We will focus on the new construction methods, with double-circulant and four-circulant cases being
already done in the literature. We apply the constructions over the alphabets F4+uF4, F4, R1 and F2.

In [20] the possible weight enumerators for a self-dual Type I [64, 32, 12]2-code were obtained in two
forms as:

W64,1 = 1 + (1312 + 16β) y12 + (22016− 64β) y14 + · · · , 14 ≤ β ≤ 284,

W64,2 = 1 + (1312 + 16β) y12 + (23040− 64β) y14 + · · · , 0 ≤ β ≤ 277.

Recently, 10 new codes with new weight enumerators in W64,2 have been constructed in [74] by
considering the R3-lifts of the extended binary Hamming code. In [71], 15 new codes of length 64
with new weight enumerators have been constructed, and most recently in [1], 5 new codes were
found. Together with these the existence of codes is known for β =14, 16, 18, 20, 22, 24, 25, 26, 28,
29, 30, 32, 34, 35, 36, 38, 39, 44, 46, 53, 59, 60, 64 and 74 in W64,1 and for β =0,. . . , 18, 20, 21, 22,
23, 24, 25, 26, 27, 28, 29, 30, 32, 33, 34, 35, 36, 37, 38, 40, 41, 42, 44, 45, 48, 50, 51, 52, 56, 58,
64, 72, 80, 88, 96, 104, 108, 112, 114, 118, 120 and 184 in W64,2.

Throughout the text extremal Type I binary self-dual codes of length 64 have weight enumerators
in W64,2. Hence, β values in the upcoming tables correspond to W64,2. In this section, we construct
self-dual codes with weight enumerators β =0, 2, 4, 6, 8, 9, 10, 12, 13, 14, 16, 17, 18, 20, 21,
24, 26, 28, 29, 30, 32, 36, 40, 44, 48 and 52 in W64,2. Recently, codes with weight enumerators
β = 13, 17, 21, 26, 29 and 52 in W64,2 have been constructed in [71, 74] for the first time in the
literature. We give an alternative construction for these.

The constructions emerging from groups of order 8 results in self-dual codes of length 16.
We need a brief notation for the elements of F4 + uF4. We use the ordered basis {uω, ω, u, 1} to

express the elements of F4 + uF4 as binary strings of length 4, which then are transformed into the
well-known hexadecimal notation. For instance, 1 + uω corresponds to 1001, which is represented
by the hexadecimal 9.

Example 4.1.1 Applying the first method of construction coming from the group Q8 to the binary
field, we get the following extremal binary self-dual codes of length 16: The same codes are also
obtained from the second construction as well.

In Table 4.2, extremal binary self-dual codes of length 64 have been constructed by D′8 for
F4 + uF4.

The results for the group Q8 have been listed in Table 4.3.
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Table 4.1: Extremal binary self-dual codes from Q8

(a1, a2, a3, a4) (a5, a6, a7, a8) |Aut(C)| Type
(0, 0, 0, 0) (0, 1, 1, 1) 213 × 32 × 72 Type II
(0, 0, 0, 1) (1, 1, 1, 1) 213 × 32 Type I
(0, 1, 1, 1) (1, 1, 1, 1) 214 × 32 × 5× 7 Type II

Table 4.2: The construction D′8 over F4 + uF4

rA rB |Aut(C)| β
(036E) (83B0) 24 0
(0FB4) (137E) 25 0
(2F34) (9BD6) 24 4
(16F1) (4455) 25 4
(3FC7) (4620) 24 8
(45BF ) (C022) 25 8
(8AB1) (B6E8) 24 12
(66FF ) (3846) 25 12
(6FC1) (8C09) 24 16
(6FB1) (03B0) 24 20
(773D) (F30B) 24 24
(996B) (8408) 25 24

(2DBE) (1174) 24 28
(CCDD) (B066) 25 28
(25B6) (91F4) 24 32
(3E2D) (B855) 25 32
(0C17) (648B) 24 36
(44FF ) (984E) 25 36
(8FA8) (B47C) 25 40

(CCDD) (3AEC) 25 44
(66F5) (304C) 24 × 3 44
(E65F ) (1AC4) 25 48
(C47D) (90E6) 25 52
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Table 4.3: The construction Q8 over F4 + uF4

rA rB rC |Aut(C)| β
(55EE) (C522) (7E99) 24 0
(5FE6) (4F28) (2146) 24 2

(FFEE) (C7AA) (7C11) 24 4
(4273) (5E28) (6F19) 23 6
(F566) (1855) (A9E4) 23 8

(DBCA) (6EB8) (B365) 23 10
(DD44) (E588) (5E33) 24 12
(D544) (CF88) (A3E4) 23 14
(5FC4) (6D0A) (A9AE) 24 16
(7162) (CE10) (19C7) 23 18
(73E0) (6418) (3945) 23 20

(F7EE) (185F ) (89CE) 23 26
(7D6E) (45A8) (DE33) 25 28
(55EE) (4F22) (5E33) 24 30

Table 4.4: Extremal binary self-dual codes from C3
2

(a1, a2) (a3, a4) (a5, a6) (a7, a8) |Aut(C)| Type
(0, 0) (0, 0) (0, 1) (1, 1) 213 × 32 × 72 Type II
(0, 0) (0, 1) (1, 1) (1, 1) 213 × 32 Type I
(0, 1) (1, 1) (1, 1) (1, 1) 214 × 32 × 5× 7 Type II

Example 4.1.2 We apply the construction method coming from C3
2 over the binary case, with

length 16. The results are listed in Table 4.4 and the full calculation on Magma is shown in Appendix
A.2.

Example 4.1.3 We can apply these constructions to higher lengths as well. For example, if we
take blocks of length 4 in the construction coming from C3

2 , we can form self-dual codes of length
32. Taking A = cir(0, 0, 0, 1), B = cir(0, 0, 0, 1), C = cir(0, 0, 0, 1) and D = cir(1, 1, 1, 1) in C3

2

construction, we get the extremal Type II binary self-dual code of length 8 with automorphism group
of order 29 × 32 × 5.

The construction Q′8 have been used for F4 + uF4 in Table 4.5
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Table 4.5: The construction Q′8 over F4 + uF4

rA rB rC rD |Aut(C)| β
(0577) (B179) (79B1) (7F0D) 24 8
(275F ) (33F9) (519B) (7F07) 23 9

(2DFF ) (9179) (D991) (7F8D) 23 12
(A57D) (33D9) (F913) (F72F ) 23 13

(ADDF ) (9BF3) (FB93) (DDAF ) 24 16
(8D75) (9BD1) (F993) (DFA7) 23 17
(8F57) (915B) (5B31) (F50D) 23 21
(8F5D) (937B) (5911) (7587) 23 28
(07FF ) (9359) (F913) (FF87) 23 29

4.2 Constructions coming from groups of order 16

In this section, we will apply the same approach that we used in the previous section to describe
construction methods coming from groups of order 16 and to apply these construction methods to
find extremal self-dual binary codes. For the constructions in this section, we need the definition of
a so-called g-circulant matrix from [22]:

Definition 4.2.1 Let 0 ≤ g ≤ n. A g-circulant matrix B of order n is a matrix of the form

B = g − cir(a1, a2, . . . , an) =


a1 a2 · · · an

an−g+1 an−g+2 · · · an−g
an−2g+1 an−2g+2 · · · an−2g

...
...

. . .
...

ag+1 ag+2 · · · ag


where each subscript are calculated modulo n.

Note that,each row of B is the previous row moved g places to the right.

� Let G = 〈x, y | x4 = y4 = 1, xy = yx〉 ∼= C4 × C4. If α =
3∑
i=0

3∑
j=0

a1+i+4jx
iyj ∈ R(C4 × C4), then

σ(α) = CIR(A,B,C,D)

where A = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8), C = cir(a9, a10, a11, a12),
D = cir(a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y | x4 = y4 = 1, xyxy = 1, yx3 = xy3〉 ∼= G4,4. If α =
3∑
i=0

3∑
j=0

a1+i+4jx
iyj ∈ RG4,4,

then
σ(α) = CIR(A,B,C,D)
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where A = cir(a1, a2, a3, a4), B = 3 − cir(a5, a6, a7, a8), C = cir(a9, a10, a11, a12), D = 3 −
cir(a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y | x4 = y4 = 1, yx = x−1y〉 ∼= C4oC4. If α =
3∑
i=0

3∑
j=0

a1+i+4jx
iyj ∈ R(C4 o C4), then

σ(α) = CIR(A,B,C,D)

where A = cir(a1, a2, a3, a4), B = rcir(a5, a6, a7, a8), C = cir(a9, a10, a11, a12),
D = rcir(a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y | x8 = y2 = 1, xy = yx〉 ∼= C2 × C8. If α =
7∑
i=0

1∑
j=0

a1+i+8jx
iyj ∈ R(C2 × C8), then

σ(α) = CIR(A,B)

where A = cir(a1, a2, a3, a4, a5, a6, a7, a8), B = cir(a9, a10, a11, a12, a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y | x8 = y2 = 1, xy = yx〉 ∼= C2 × C8. If α =
7∑
i=0

1∑
j=0

a1+2i+jx
iyj ∈ R(C2 × C8), then

σ(α) = CIR(A,B,C,D,E, F,G,H)

where A = cir(a1, a2), B = cir(a3, a4), C = cir(a5, a6), D = cir(a7, a8), E = cir(a9, a10), F =
cir(a11, a12), G = cir(a13, a14), H = cir(a15, a16) and ai ∈ R.

� Let G = 〈x, y | x8 = y2 = 1, xy = x5〉 ∼= M16. If α =
7∑
i=0

1∑
j=0

a1+i+8jy
jxi ∈ RM16, then

σ(α) = CIR(A,B)

where A = cir(a1, a2, a3, a4, a5, a6, a7, a8), B = 3− cir(a9, a10, a11, a12, a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y |x8 = y2 = 1, xy = x−1〉 ∼= D16. If α =
∑7

i=0

∑1
j=0 a1+i+8jx

iyj ∈ RD16, then

σ(α) =

(
A B
BT AT

)
where A = cir(a1, a2, a3, a4, a5, a6, a7, a8), B = cir(a9, a10, a11, a12, a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y |x8 = y2 = 1, xy = x−1〉 ∼= D16. If α =
∑7

i=0

∑1
j=0 a1+i+8jy

jxi ∈ RD16, then

σ(α) = CIR(A,B)
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where A = cir(a1, a2, a3, a4, a5, a6, a7, a8), B = rcir(a9, a10, a11, a12, a13, a14, a15, a16) and ai ∈ R.
This second construction coming from D16 will be denoted by D′16.

� Let G = 〈x, y |x8 = y2 = 1, xy = x3〉 ∼= SD16, the semidihedral group of order 16. If α =∑7
i=0

∑1
j=0 a1+i+8jy

jxi ∈ RSD16, then

σ(α) = CIR(A,B)

where A = cir(a1, a2, a3, a4, a5, a6, a7, a8), B = 5− cir(a9, a10, a11, a12, a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y | x8 = 1, y2 = x8, xy = x−1〉 ∼= Q16. If α =
∑7

i=0

∑1
j=0 a1+i+8jy

jxi ∈ RQ16, then

σ(α) =

(
A B
C A

)
where A = cir(a1, a2, a3, a4, a5, a6, a7, a8), B = rcir(a9, a10, a11, a12, a13, a14, a15, a16),
C = rcir(a13, a14, a15, a16, a9, a10, a11, a12) and ai ∈ R.

� Let G = 〈x, y, z | x4 = y2 = z2 = 1, xy = yx, xz = zx, yz = zy〉 ∼= C4 × C2 × C2. If
α =

∑3
i=0 x

i(ai+1 + ai+5y + ai+9z + ai+13yz) ∈ R(C4 × C2 × C2), then

σ(α) = Pe ⊗ CIR(A,B) + P(1,2) ⊗ CIR(C,D)

where G = {e, (1, 2)}, A = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8), C = cir(a9, a10, a11, a12),
D = cir(a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y, z | x4 = y2 = z2 = 1, xy = yx, xz = zx, yz = zy〉 ∼= C4 × C2 × C2. If
α =

∑3
i=0 x

i(a1+4i + a2+4iy + a3+4iz + a4+4iyz) ∈ R(C4 × C2 × C2), then

σ(α) = CIR(A,B,C,D)

where A = CIR(A1, A2), B = CIR(B1, B2), C = CIR(C1, C2), D = CIR(D1, D2), A1 =
cir(a1, a2), A2 = cir(a3, a4), B1 = cir(a5, a6), B2 = cir(a7, a8), C1 = cir(a9, a10), C2 = cir(a11, a12),
D1 = cir(a13, a14), D2 = cir(a15, a16) and ai ∈ R.

� Let G = 〈x, y, z |x4 = y2 = z2 = 1, xy = x−1, xz = zx, yz = zy〉 ∼= C2 ×D8. If

α =
3∑
i=0

xi(ai+1 + ai+5y + ai+9z + ai+13yz) ∈ R(C2 ×D8),

then

σ(α) =


A B C D
BT AT DT CT

C D A B
DT CT BT AT


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whereA = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8), C = cir(a9, a10, a11, a12), D = cir(a13, a14, a15, a16)
and ai ∈ R.

� Let G = 〈x, y, z |x4 = y2 = z2 = 1, xy = x−1, xz = zx, yz = zy〉 ∼= C2 ×D8. If

α =
3∑
i=0

(ai+1 + ai+5y + ai+9z + ai+13yz)xi ∈ R(C2 ×D8),

then
σ(α) = Pe ⊗ CIR(A,B) + P(1,2) ⊗ CIR(C,D)

where G = {e, (1, 2)}, A = cir(a1, a2, a3, a4), B = rcir(a5, a6, a7, a8), C = cir(a9, a10, a11, a12),
D = rcir(a13, a14, a15, a16) and ai ∈ R.

� Let G = 〈x, y, z | x4 = z2 = 1, y2 = x2, xy = x−1 xz = zx, yz = zy〉 ∼= C2 ×Q8. If

α =
3∑
i=0

(ai+1 + ai+5y + ai+9z + ai+13yz)xi ∈ R(C2 ×Q8),

then

σ(α) =


A B D E
C A F D
D E A B
F D C A

 ,

where A = cir(a1, a2, a3, a4), B = rcir(a5, a6, a7, a8), C = rcir(a7, a8, a5, a6),
D = cir(a9, a10, a11, a12), E = rcir(a13, a14, a15, a16), F = rcir(a15, a16, a13, a14) and ai ∈ R.

� Let G = 〈x, y, z | x4 = z2 = 1, y2 = x2, xy = x−1 xz = zx, yz = zy〉 ∼= C2 ×Q8. If

α =
3∑
i=0

xi(ai+1 + ai+5y + ai+9z + ai+13yz) ∈ R(C2 ×Q8),

then

σ(α) =


A B D E
C AT F DT

D E A B
F DT C AT


where A = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8), C = cir(a7, a6, a5, a8), D = cir(a9, a10, a11, a12),
E = cir(a13, a14, a15, a16), F = cir(a15, a14, a13, a16) and ai ∈ R. This second construction coming
from C2 ×Q8 will be denoted by (C2 ×Q8)

′.
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� Let G = 〈x, y, z | x4 = y2 = z2 = 1, zyzx2y = 1, yxyx3 = 1, zxzx3 = 1〉 ∼= P16. If α =∑3
i=0 x

i(ai+1 + ai+5y + ai+9z + ai+13yz) ∈ RP16, then

σ(α) =


A B C D
B A E F
C D A B
E F B A

 ,

where A = cir(a1, a2, a3, a4), B = cir(a5, a6, a7, a8), C = cir(a9, a10, a11, a12),
D = cir(a13, a14, a15, a16), E = cir(a15, a16, a13, a14), F = cir(a11, a12, a9, a10) and ai ∈ R.

� Let G = 〈xi |x2i = 1, xixj = xjxi (i 6= i)〉 ∼= C4
2 where 1 ≤ i, j ≤ 4. If

α = a1 + a2x1 + a3x2 + a4x1x2 + a5x3 + a6x1x3 + a7x2x3 + a8x1x2x3 + a9x4 + a10x1x4

+ a11x2x4 + a12x1x2x4 + a13x3x4 + a14x1x3x4 + a15x2x3x4 + a16x1x2x3x4 ∈ RC4
2

then

σ(α) = Pe⊗CIR(A,B) +P(1,2)(3,4)⊗CIR(C,D) +P(1,3)(2,4)⊗CIR(E,F ) +P(1,4)(2,3)⊗CIR(G,H)

where G = {e, (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3)}, A = cir(a1, a2), B = cir(a3, a4), C = cir(a5, a6),
D = cir(a7, a8), E = cir(a9, a10), F = cir(a11, a12), G = cir(a13, a14), H = cir(a15, a16) and ai ∈ R.

4.2.1 Examples of Extremal Binary Self-dual Codes obtained from the
constructions

In this section, we give examples obtained from group of order 16̇. The construction is applied over
the binary alphabet and to the ring R1. Using g-circulant matrices to construct self-dual codes is
a distinctive method. In the following example we use the construction SD16. Note that, here we
present a new way of constructing codes. Using this construction means that we can extend these
codes to produces new codes in the following section.

Example 4.2.2 Applying the semidihedral construction to the binary case length 32, up to equiv-
alence, we get one extremal binary self-dual code of length 32 and one binary self-dual code of
parameter [32, 16, 6]. Lifting these to the ring R1, in other words, applying the semidihedral con-
struction to the ring R1 we get the following results:

Lifts of [32,16,6]: Up to equivalence we get 14 extremal binary self-dual codes of length 64. Out
of these, 11 are of Type II. The three Type I codes have two different weight enumerators. If we
take

(a1, a2, a3, a4, a5, a6, a7, a8) = (u, u, 0, 0, 0, 1, u, 1)

and
(a9, a10, a11, a12, a13, a14, a15, a16) = (u, 0, u, 0, 1, 1, 1, u),

then the code obtained with the semidhedral construction over R1 with these values has as its Gray
image, a Type I extremal binary self-dual code that has a weight enumerator with β = 0 in W64,2.
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Table 4.6: The constructions D′16 and SD16 over F2 + uF2

Construction rA rB |Aut(C)| β
D′16 (22221113) (22130131) 25 0
D′16 (22201111) (02130311) 25 16
D′16 (22001113) (20132111) 25 32
D′16 (22001131) (22110133) 25 48
SD16 (00332312) (23331102) 25 32

If we take
(a1, a2, a3, a4, a5, a6, a7, a8) = (u, u, u, 0, 0, 1, 0, 1)

and
(a9, a10, a11, a12, a13, a14, a15, a16) = (u, 0, u, u, 1, 1, 1, 0),

then we get a code with the same weight enumerator(β = 0 in W64,2.)
If we take

(a1, a2, a3, a4, a5, a6, a7, a8) = (u, u, u, 0, 0, 1, 0, 1)

and
(a9, a10, a11, a12, a13, a14, a15, a16) = (u, 0, u, 0, 1, 1, 1, u),

then we get a Type I extremal binary self-dual code that has a weight enumerator with β = 16 in
W64,2.

Lifts of [32,16,8]: Up to equivalence we get 13 extremal binary self-dual codes, of which 12 are
Type II and the one Type I code has a weight enumerator with β = 16 in W64,2.

The constructions G4,4 and M16 use 3-circulant and 5-circulant matrices, respectively. When
these are applied over the binary alphabet we obtain self-dual binary codes of length 32. Those are
not listed in order to save space.

In order to simplify the notation in tables we use 2 and 3 for u and 1 + u, respectively. When
we apply the constructions D′16 and SD16 over F2 + uF2 we obtain extremal binary self-dual codes
of length 64 as binary images. Those are listed in Table 4.6.

In Tables 4.7, 4.8 and 4.9 we apply the constructions Q16, C2Q8, P16 and (C2Q8)
′, respectively.

4.3 New Extremal binary self-dual codes of length 68

We will now explain how we find new extremal binary self-dual codes of length 68 by combining
the construction methods in sections 4 and 5 and an extension theorem. We first recall that, he
possible weight enumerators of an extremal self-dual binary code of length 68 are determined in
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Table 4.7: The construction Q16 over F2 + uF2

rA rB rC |Aut(C)| β
(20131120) (11023321) (00112232) 24 0
(03003112) (21103301) (02311020) 25 0
(10110221) (33231212) (22320303) 24 12
(01221112) (21323321) (20313222) 24 16
(10130021) (31231032) (00122103) 24 20
(23021312) (01121303) (22333022) 24 32
(21223310) (21103303) (00331220) 25 32
(32110203) (13013012) (22300123) 25 36

Table 4.8: Codes by C2Q8 and P16 over F2 + uF2

Construction rA rB rC rD rE rF |Aut(C)| β
C2Q8 (1213) (2331) (3123) (0021) (1230) (0220) 24 8
C2Q8 (1233) (0311) (1301) (0003) (3032) (0200) 24 24
C2Q8 (2221) (3210) (2301) (3312) (0221) (1330) 25 24
C2Q8 (2001) (1032) (2103) (1310) (2003) (1132) 24 40
P16 (2010) (0320) (3103) (1230) (3311) (3301) 24 8
P16 (2310) (0220) (3320) (1123) (1231) (2011) 25 8
P16 (3021) (1331) (0211) (0223) (3022) (3302) 26 8
P16 (0212) (0322) (3123) (3212) (1333) (3321) 24 24
P16 (3223) (3113) (0031) (2003) (1220) (1300) 25 24

Table 4.9: Type I extremal self-dual binary codes of length 64 via (C2Q8)
′

rA rB rC rD rE rF rG rH |Aut(C)| β
(1331) (0033) (0330) (0220) (0023) (0233) (0332) (3013) 24 8
(1331) (2013) (2130) (0220) (2003) (0013) (0130) (3011) 24 24
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[28] as follows:

W68,1 = 1 + (442 + 4β) y12 + (10864− 8β) y14 + · · · , 104 ≤ β ≤ 1358,

W68,2 = 1 + (442 + 4β) y12 + (14960− 8β − 256γ) y14 + . . .

where 0 ≤ γ ≤ 9 by [56]. The existence of codes is known for many parameters for both of the
cases. In W68,2 codes exist for γ = 0, 1, 2, 3, 4 and 6. For a list of known codes in W68,2 we refer to
[72]. In order to save space, we list only the parameters for γ = 4 in W68,2, which is;

β ∈
{

2m

∣∣∣∣ 43, 48, 49, 51, 52, 54, 55, 56, 58, 60, 61, 62,
64, 65, 67, . . . , 71, 75, . . . , 88, 90, 97, 98

}
.

In this section, we obtain 10 new extremal binary self-dual codes of length 68. More precisely,
we construct codes whose weight enumerators have γ = 4 and β =126, 129, 132, 141, 144, 145, 146,
148, 157 and 161 in W68,2.

In order to construct new codes of length 68 we use the following Theorem 1.2.27 over F2 +uF2.
By using groups of order 8 we obtain codes of length 16 over F4 + uF4 with binary images as

[64, 32, 12]2 self-dual codes. We map the codes to the ring F2 + uF2 via the Gray map ψF4+uF4 and
extend the F2 + uF2-image. Consider the following codes over F4 + uF4:

Ci Construction rA rB β in W64,2 |Aut (Ci)|
C1 D8 (6ED7) (D40A) 24 25

C2 D8
′ (2DBE) (1174) 28 24

We now extend these codes to find new codes of length 68. The new codes are tabulated in Table
4.10. In order to save space the element 1+u of F2 +uF2 is denoted by 3 in the extension vector X.
Thus we have the following main theorem about the existence of extremal binary self-dual codes of
length 68.

Theorem 4.3.1 Together with the codes in Table 4.10 the existence of extremal self-dual binary
codes is known for 46 parameters with γ = 4 in W68,2.
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Table 4.10: Ten new extremal self-dual codes of length 68 with γ = 4

C68,i Cj c X β
C68,1 C1 1 + u (u31uu0uuu0uu0u303u3033333011uu3u) 126
C68,2 C2 1 (300u11331003u1130333110u0301110u) 129
C68,3 C1 1 + u (u33u000000uu0u30303013311u11uu3u) 132
C68,4 C1 1 + u (033uuuuu000uuu3u103u13331013u030) 144
C68,5 C2 1 (1uu011313u01u331033333u0u3u131u0) 145
C68,6 C1 1 (011u0uuu0u0uu03u303031111033uu1u) 146
C68,7 C1 1 (0130uuu0000u00303u1011311u13u010) 148
C68,8 C2 1 + u (3uu011331003u113u31131u0u30313uu) 155
C68,9 C2 1 + u (1u00131330u3u131u313310u0303310u) 157
C68,10 C2 1 + u (1uuu33133u03u133u13313u0u3u1130u) 161
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Chapter 5

Double Bordered Constructions for
Self-Dual Codes Induced from Group
Rings

In previous chapters, we have discussed the double circulant construction as a technique for con-
structing self-dual codes over a ring R, from a generator matrix of the form (I |A) where A is an
n×n circulant matrix over R. As previously mentioned, the double circulant construction is one of
the most extensively used techniques for producing self-dual codes. This technique can be modified
to a bordered-double circulant construction by considering generator matrices of the form ([59,67]):

α β · · · β
β
...
β

In A

where α, β ∈ R. We can think of this technique as essentially extending a self-dual code of 2n to a
self-dual code of length 2n+ 2. In [50], new self-dual codes of length 2n+ 2 were constructed using
the following construction 

1 0 z1 . . . zn zn+1 . . . z2n
y1 y1
...

... I A
yn yn

 .

where z = (z1, . . . , z2n) ∈ R2n, yi = ri and ri is the ith row of the generator matrix (I |A) and A is
an n× n circulant matrix over a ring R. Additionally, in [9], self-dual codes of length 2n + 2 were
constructed from the following generator matrix:
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
x1 · · · xn 0 · · · 0 1 0

x1 x1

I A
...

...
xn xn

 .

where x1 ∈ R and A is an n × n circulant matrix over a ring R. In [55], self-dual codes of length
2n+ 4 were constructed from generator matrices of the form:

1 0 0 0 x1
0 1 0 0 x2

y1 r1
...

...
yn rn


where xi are vectors of length 2n, yi are vectors of length 4, ri is the ith row of the genertor matrix
(I |A) and A is an n× n circulant matrix over a ring R.

In [27], the authors combine a bordered double-circulant construction and group rings to con-
struct self-dual codes from the construction:

γ1 α1 · · · α1 γ2 α2 · · · α2

α1 α2
... In

... σ(v)
α1 α2

 .

Considering techniques previously used and the success from each method, a logical question
would be whether these techniques can be extended and/or combined to construct more self-dual
codes. In this chapter, we consider constructing self-dual codes from the following generator matrix:

α1 α2 α3 · · · α3 α4 · · · α4 α5 α6 α7 · · · α7 α8 · · · α8

α2 α1 α4 · · · α4 α3 · · · α3 α6 α5 α8 · · · α8 α7 · · · α7

α3 α4

...
...

α3 α4

α4 α3

...
...

α4 α3

α7 α8

...
...

α7 α8

α8 α7

...
...

α8 α7

In σ(v)

This chapter is organised as follows: The first section describes cyclic and dihedral groups using a
different listing of elements. The corresponding structure of σ(v) is also given here. In Section 2, we
consider the new double bordered construction and look at the theory surrounding its effectiveness.
We specify conditions on the construction in order to maximise its practicality and effectiveness.
The final sections are allocated to the results, computed using MAGMA ([5]) and proving the
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efficiency of the theory. The new extremal binary self-dual codes are listed in numerous tables and
summarised in the final section. Notably, this research includes new self-dual codes of length 64,
68 and 80.

5.1 Notation

The two main groups that we use in this chapter are cyclic and dihedral groups. For these groups,
we consider circulant n× n matrices denoted cir(α1, α2, · · · , αn), where each row vector is rotated
one element to the right relative to the preceding row vector [22]. Furthermore, the notation
CIR(A1, A2, · · · , Am) denotes the nm × nm circulant matrix constructed of m smaller n × n cir-
culant matrices, Ai. We will now look at the structure of the matrix σ(v) where v is an element of
the cyclic or dihedral group of order 2p where p is an odd integer.

Recall that C ′2p = 〈x | x2p = 1〉 and

v =

p−1∑
i=0

1∑
j=0

αi+pj+1x
2i+j ∈ RC ′2p

then,

σ(v) =

(
A1 A2

A′2 A1

)
where Aj = cir(α(j−1)p+1, α(j−1)p+2, . . . , αjp) and A′j = cir(αjp, α(j−1)p+1, . . . , αjp−1).

Alternatively, let D2p = 〈x, y | xp = y2 = 1, xy = y−1〉 and

v =

p−1∑
i=0

1∑
j=0

αi+pj+1x
iyj ∈ RD2p

then,

σ(v) =

(
A1 A2

AT2 AT1

)
where Aj = cir(α(j−1)p+1, α(j−1)p+2, . . . , αjp).

5.2 Construction

Let v ∈ RG where R is a finite Frobenius ring of characteristic 2 and G is a finite group of order
2p where p is odd. Define the following matrix:
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α1 α2 α3 · · · α3 α4 · · · α4 α5 α6 α7 · · · α7 α8 · · · α8

α2 α1 α4 · · · α4 α3 · · · α3 α6 α5 α8 · · · α8 α7 · · · α7

α3 α4

...
...

α3 α4

α4 α3

...
...

α4 α3

α7 α8

...
...

α7 α8

α8 α7

...
...

α8 α7

I2p σ(v)

M(σ) =

where αi ∈ R. Let Cσ be a code that is generated by the matrix M(σ). Then, the code Cσ has
length 4p + 4. Throughout this paper, we assume that G is a group of order 2p that contains a
subgroup of order p where p is odd. If we fix a listing of G where the first p elements of G are the
elements of H, then σ(v) takes a certain form. The next result states the form that σ(v) takes in
this case. It also provides an important property that enables us to prove our main result.

Lemma 5.2.1 Let R be a commutative ring. If H = {g1, g2, . . . , gp} is a subgroup of the finite
group G = {g1, g2, . . . , gp, gp+1, . . . , g2p} of order 2p (p is odd), then

σ(v) =

(
M1 M2

M ′
2 M ′

1

)
,

where M1, M2 are p× p matrices, M ′
1 is permutation similar to M1 and M ′

2 is permutation to M2.
Moreover

Mk

1
...
1

 = MT
k

1
...
1

 = M ′
k

1
...
1

 = M ′
k
T

1
...
1

 =

µk...
µk

 (k = 1, 2),

where µ1 =
∑
g∈H

αg, µ2 =
∑

g∈G\H
αg.

Proof. Clearly, M1 = (αg−1
i gj

)i,j=1,...,p, M2 = (αg−1
i gp+j

)i,j=1,...,p M
′
2 = (αg−1

p+igj
)i,j=1,...,p and M ′

1 =

(αg−1
p+igp+j

)i,j=1,...,p. Let a ∈ G\H. Then, for any 1 ≤ i ≤ p, gp+i ∈ aH and gp+i = agδ(i) for some

1 ≤ δ(i) ≤ p. Moreover δ : i→ δ(i) is a permutation of degree p and

M ′
1 = (αg−1

p+igp+j
)i,j=1,...,p = (α(agδ(i))

−1agδ(j))i,j=1,...,p =

(αg−1
δ(i)

a−1agδ(j)
)i,j=1,...,p = (αg−1

δ(i)
gδ(j)

)i,j=1,...,p.

If we rearrange the rows and columns of the matrix M1 = (αg−1
i gj

)i,j=1,...,p in the order δ(1), . . . δ(p)

we will obtain M ′
1. So, M1 is permutation similar to M ′

1.
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It is well known that group G of order 2p contains a subgroup of order 2. So there is a ∈ G
a 6= eG, a2 = eG. Thus |H| = p, a 6∈ H. Again, let gp+i = agδ(i) for some 1 ≤ δ(i) ≤ p. Moreover,
δ : i→ δ(i) is a permutation of degree p and

M2 = (αg−1
i gp+j

)i,j=1,...,p = (αg−1
i agδ(j)

)i,j=1,...,p,

M ′
2 = (αg−1

p+igj
)i,j=1,...,p = (α(agδ(i))

−1gj)i,j=1,...,p = (αg−1
δ(i)

a−1gj
)i,j=1,...,p = (αg−1

δ(i)
agj

)i,j=1,...,p.

Now, if we rearrange the rows of the matrix M2 = (αg−1
i agδ(j)

)i,j=1,...,p in the order δ(1), . . . δ(p) and

if we rearrange the its columns in the order δ−1(1), . . . δ−1(p) we will obtain

(αg−1
δ(i)

agδ(δ−1(j))
)i,j=1,...,p = (αg−1

δ(i)
agj

)i,j=1,...,p = M ′
2.

This implies that SM2S = M ′
2 for a permutation matrix S, which contains ones in positions (i, δ(i))

(i = 1, . . . , p) or, which is the same, in positions (δ−1(j), j) (j = 1, . . . , p).

Now, the i-th element of column M1

(
1
...
1

)
is

p∑
j=1

αg−1
i gj

=
∑
g∈H

αg−1
i g =

∑
g∈H

αg = µ1, gi ∈ H, g−1i ∈ H,

and the i-th element of column MT
1

(
1
...
1

)
is

p∑
j=1

αg−1
j gi

=
∑
g∈H

αg−1gi =
∑
g∈H

αggi =
∑
g∈H

αg = µ1, gi ∈ H.

Thus,

M1

1
...
1

 = MT
1

1
...
1

 =

µ1
...
µ1

 ,

since we have S

(
1
...
1

)
=

(
1
...
1

)
for any permutation matrix S, and M1 is permutation similar to M ′

1.

Furthermore,

M ′
1

1
...
1

 = M ′
1
T

1
...
1

 =

µ1
...
µ1

 .

Now, the i-th elements of columns M2

(
1
...
1

)
and MT

2

(
1
...
1

)
respectively, are

p∑
j=1

αg−1
i gp+j

=
∑

g∈G\H

αg−1
i g =

∑
g∈G\H

αg = µ2,
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p∑
j=1

αg−1
p+jgi

=
∑

g∈G\H

αg−1gi =
∑

g∈G\H

αggi =
∑

g∈G\H

αg = µ2,

where gi ∈ H and g−1i ∈ H.
Thus,

M2

1
...
1

 = MT
2

1
...
1

 =

µ2
...
µ2


Therefore, we have SM1S = M ′

1 for some permutation matrix S, S

(
1
...
1

)
=

(
1
...
1

)
, and

M ′
2

1
...
1

 = M ′
2
T

1
...
1

 =

µ2
...
µ2

 .

�

We can now state and prove our main result.

Theorem 5.2.2 Let R be a finite commutative Frobenius ring of characteristic 2. Let G = {g1, g2, . . . , gp, gp+1, . . . , g2p}
be a finite group of order 2p and H = {g1, g2, . . . , gp} be a subgroup of group G. Then, Cσ is a self-
dual code of length 4p+ 4 if and only if

•
∑8

i=1 αi = 0,

• vv∗ = 1 +
∑2

i=1(α
2
i+2 + α2

i+6)ĝ,

• (α1 + 1)α3 + α2α4 + (α5 + µ1)α7 + (α6 + µ2)α8 = 0,

• (α1 + 1)α4 + α2α3 + (α5 + µ1)α8 + (α6 + µ2)α7 = 0 and

•
(
α1+α2

3+α
2
4 α2 α5+α3α7+α4α8 α6+α3α8+α4α7 α7+µ1α3+µ2α4 α8+µ1α4+µ2α3

α2 α1+α2
3+α

2
4 α6+α3α8+α4α7 α5+α3α7+α4α8 α8+µ1α4+µ2α3 α7+µ1α3+µ2α4

)
has free rank 2

where ĝ =
∑p

i=1 gi, µ1 =
∑
g∈H

αg and µ2 =
∑

g∈G\H
αg.

Proof. Let M(σ) =

(
A1 A2 A3 A4

AT2 I2p AT4 σ(v)

)
where A1 = circ(α1, α2), A2 = CIRC(B1, B2), A3 =

circ(α1, α2), A4 = CIRC(B3, B4), B1 = (α3, . . . , α3) ∈ Rp, B2 = (α4, . . . , α4) ∈ Rp, B3 =
(α7, . . . , α7) ∈ Rp and B4 = (α8, . . . , α8) ∈ Rp. Then

M(σ)M(σ)T =

(
A1A

T
1 + A2A

T
2 + A3A

T
3 + A4A

T
4 A1A2 + A2 + A3A4 + A4σ(v)T

AT2A
T
1 + AT2 + AT4A

T
3 + σ(v)AT4 AT2A2 + I2p + AT4A4 + σ(v)σ(v)T

)
.
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Now,

A1A
T
1 + A2A

T
2 + A3A

T
3 + A4A

T
4 = circ

(
2∑
i=1

(α2
i + pα2

i+2 + α2
i+4 + pα2

i+6), 0

)
= circ

(
8∑
i=1

α2
i , 0

)
and

AT2A2 + I2p + AT4A4 + σ(v)σ(v)T =
2∑
i=1

(α2
i+2 + α2

i+6)CIRC(A,0) + I2p + σ(vv∗)

where A = circ(1, . . . , 1︸ ︷︷ ︸
p−times

) and 0 = circ(0, . . . , 0︸ ︷︷ ︸
p−times

). It follows from Lemma 5.2.1 that

σ(v)AT4 =

(
M1 M2

M ′
2 M ′

1

)
α7 α8

...
...

α7 α8
α8 α7

...
...

α8 α7

 =


µ1α7+µ2α8 µ1α8+µ2α7

...
...

µ1α7+µ2α8 µ1α8+µ2α7
µ1α8+µ2α7 µ1α7+µ2α8

...
...

µ1α8+µ2α7 µ1α7+µ2α8

 = CIRC((µ1α7+µ2α8)c, (µ1α8+µ2α7)c)

where c =

1
...
1

. Additionally,

AT2A
T
1 + AT2 + AT4A

T
3 + σ(v)AT4 =CIRC((α1α3 + α2α4)c, (α1α4 + α2α3)c) + CIRC(α3c, α4c)

+ CIRC((α5α7 + α6α8)c, (α5α8 + α6α7)c)

+ CIRC((µ1α7 + µ2α8)c, (µ1α8 + µ2α7)c)

= CIRC(((α1 + 1)α3 + α2α4 + (α5 + µ1)α7 + (α6 + µ2)α8)c, ((α1 + 1)α4 + α2α3 + (α5 + µ1)α8 + (α6 + µ2)α7)c)

.

Clearly, M(σ)M(σ)T is a symmetric matrix and Cσ is self orthogonal if
∑8

i=1 α
2
i = 0, vv∗ =

1 +
∑2

i=1(α
2
i+2 + α2

i+6)ĝ,

(α1 + 1)α3 + α2α4 + (α5 + µ1)α7 + (α6 + µ2)α8 = 0 and

(α1 + 1)α4 + α2α3 + (α5 + µ1)α8 + (α6 + µ2)α7 = 0.

Moreover,

rank(M(σ)) = rank


α1
α2

α2
α1

α3 ··· α3 α4 ··· α4
α4 ··· α4 α3 ··· α3

α5
α6

α6
α5

α7 ··· α7 α8 ··· α8
α8 ··· α8 α7 ··· α7

α3

...
α3
α4

...
α4

α4

...
α4
α3

...
α3

I2p

α7

...
α7
α8

...
α8

α8

...
α8
α7

...
α7

σ(v)


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= rank


α1+α2

3
α2+α4α3

α2+α3α4

α1+α2
4

α3 ··· α3 α4 ··· α4
α4 ··· α4 α3 ··· α3

α5+α3α7
α6+α4α7

α6+α3α8
α5+α4α8

α7 ··· α7 α8 ··· α8
α8 ··· α8 α7 ··· α7

0
...
0
α4

...
α4

0
...
0
α3

...
α3

I2p

0
...
0
α8

...
α8

0
...
0
α7

...
α7

σ(v)



= rank


α1+α2

3+α
2
4

α2

α2

α1+α2
3+α

2
4

α3 ··· α3 α4 ··· α4
α4 ··· α4 α3 ··· α3

α5+α3α7+α4α8
α6+α3α8+α4α7

α6+α3α8+α4α7
α5+α3α7+α4α8

α7 ··· α7 α8 ··· α8
α8 ··· α8 α7 ··· α7

0
...
0
0
...
0

0
...
0
0
...
0

I2p

0
...
0
0
...
0

0
...
0
0
...
0

σ(v)



= rank


α1+α2

3+α
2
4

α2

α2

α1+α2
3+α

2
4

0 ··· 0 α4 ··· α4
0 ··· 0 α3 ··· α3

α5+α3α7+α4α8
α6+α3α8+α4α7

α6+α3α8+α4α7
α5+α3α7+α4α8

α7+µ1α3 ··· α7+µ1α3 α8+µ2α3 ··· α8+µ2α3
α8+µ1α4 ··· α8+µ1α4 α7+µ2α4 ··· α7+µ2α4

0
...
0
0
...
0

0
...
0
0
...
0

I2p

0
...
0
0
...
0

0
...
0
0
...
0

M1 M2

M ′
2 M ′

1



= rank


α1+α2

3+α
2
4

α2

α2

α1+α2
3+α

2
4

0 ... 0
0 ... 0

α5+α3α7+α4α8
α6+α3α8+α4α7

α6+α3α8+α4α7
α5+α3α7+α4α8

γ1 ··· γ1 γ2 ··· γ2
γ2 ··· γ2 γ1 ··· γ1

0
...
0
0
...
0

0
...
0
0
...
0

I2p

0
...
0
0
...
0

0
...
0
0
...
0

M1 M2

M ′
2 M ′

1


where γ1 = α7 + µ1α3 + µ2α4 and γ2 = α8 + µ1α4 + µ2α3. Therefore M(σ) has free rank 2p+ 2

if and only if: (
α1+α2

3+α
2
4 α2 α5+α3α7+α4α8 α6+α3α8+α4α7 α7+µ1α3+µ2α4 α8+µ1α4+µ2α3

α2 α1+α2
3+α

2
4 α6+α3α8+α4α7 α5+α3α7+α4α8 α8+µ1α4+µ2α3 α7+µ1α3+µ2α4

)
has free rank 2. �

The next two results provide conditions when units/non units in RG can be used to be used to
yield self-dual codes using the above construction.

Corollary 5.2.3 Let R be a finite commutative Frobenius ring of characteristic 2, let G be a finite
group of order 2p where p is odd, and let Cσ be a self-dual code. If

∑2
i=1(αi+2 + αi+6) = 0 then

v ∈ RG is a unit.

Proof. If
∑2

i=1(αi+2 + αi+6) = 0, then σ(vv∗) = I2p and vv∗ = 1. Therefore v is unitary. �

Corollary 5.2.4 Let R be a finite commutative Frobenius ring of characteristic 2, let G be a finite
group of order 2p where p is odd, and let Cσ be a self-dual code. If

∑2
i=1(αi+2 + αi+6) = 1 then

v ∈ RG is a non-unit.
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Proof. If
∑2

i=1(αi+2 + αi+6) = 1, then

2∑
i=1

(α2
i+2 + α2

i+6)CIRC(A,0) + I2p + σ(vv∗) = CIRC(A,0) + σ(vv∗) = 0

where A = circ(0, 1, . . . , 1︸ ︷︷ ︸
(p−1)−times

) and 0 = circ(0, . . . , 0︸ ︷︷ ︸
p−times

). Now det(CIRC(A,0)) = det(A)2 and

det(A) = det


0 1 1 . . . 1
1 0 1 · · · 1
1 1 0 · · · 1
...

...
...

. . .
...

1 1 1 . . . 0

 = (p− 1)det


1 1 1 . . . 1
0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 . . . 1

 = 0.

Therefore, det(σ(vv∗)) = 0 and vv∗ is a non-unit by Corollary 3 in [60]. Hence, v ∈ RG is a
non-unit. �

Now, we will construct self-dual codes of various lengths (64, 68, 80) using groups of order 6,
14, 18, 30 and 38.

5.2.1 Constructions coming from D6

In this section, we implement the above construction using G = D6. We construct self-dual codes
of length 64 by considering this construction over F4 + uF4. Using this construction, we were able
to construct one new code of length 64.

The possible weight enumerators for a self-dual Type I [64, 32, 12]-code is given in [20,28] as:

W64,1 = 1 + (1312 + 16β) y12 + (22016− 64β) y14 + · · · , 14 ≤ β ≤ 284,

W64,2 = 1 + (1312 + 16β) y12 + (23040− 64β) y14 + · · · , 0 ≤ β ≤ 277.

With the most updated information, the existence of codes is known for β =14, 18, 22, 25, 29, 32,
35, 36, 39, 44, 46, 53, 59, 60, 64 and 74 in W64,1 and for β =0, 1, 2, 4, 5, 6, 8, 9, 10, 12, 13, 14,
16, . . . , 25, 28, 19, 30, 32, 33, 34, 36, 37, 38, 40, 41, 42, 44, 45, 48, 50, 51, 52, 56, 58, 64, 72, 80, 88,
96, 104, 108, 112, 114, 118, 120 and 184 in W64,2.The new code that we have constructed is β = 57
in W64,2.

Table 5.1: Self-dual code of length 64 from D6 over F4 + uF4.

Ai (α1, . . . , α8) (a1, . . . , a6) |Aut(Ai)| Type
1 (0, B, 2, A, 2, 4, 1, 4) (A, 1, 3, 2, B, 7) 23 · 3 β = 57 (W64,2)
2 (0, 1, 0, 0, 0, 2, 6, 7) (0, B,B, 3, 6, 7) 24 · 3 β = 64 (W64,2)
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5.2.2 Constructions coming from groups of order 14

Here we present the results for the above construction using G ∈ {D14, C14}. We construct self-dual
codes of length 64 by considering this construction over F2 + uF2.

Table 5.2: Self-dual codes of length 64 from D14 over F2 + uF2.
Bi (α1, α2, . . . , α8) (a1, a2, . . . , a14) |Aut(C)| Type
1 (u, 1, u, u, 0, 0, u, 1) (u, u, 0, u, u, 1, 1, 0, 0, 1, 3, 0, 3, 1) 23 · 7 β = 46 (W64,1)
2 (u, 1, u, u, 0, 0, u, 1) (u, u, 0, 0, 0, 1, 1, u, 0, 1, 1, u, 1, 1) 22 · 7 β = 60 (W64,1)

Table 5.3: Self-dual codes of length 64 from C ′14 over R1.
Ci (α1, α2, . . . , α8) (a1, a2, . . . , a14) |Aut(C)| Type
1 (u, 1, u, u, 0, 0, u, 1) (u, 0, 0, 0, u, 1, 1, 1, 0, 0, 1, 1, 0, 1) 23 · 7 β = 46 (W64,1)

5.2.3 Constructions coming from a groups of order 18

Now, we implement the above construction using G ∈ {D18, C18}. We construct self-dual codes of
length 80 by considering this construction over F2 + uF2. In [101], the possible weight enumerators
for a self-dual Type I [80, 40, 14]-code is given in as:

W80,2 = 1 + (3200 + 4α) y14 + (47645− 8α + 256β) y16 + · · · ,

where α and β are integers. A [80, 40, 14] code was constructed in [23], however its weight enumerator
was not stated. A [80, 40, 14] code was constructed in [54] with α = −280, β = 10 and [80, 40, 14]
codes were constructed for β = 0 and α = −17k where k ∈ {2, . . . , 25, 27} in [101]. None of the
codes presented here have been previously constructed.

Table 5.4: Self-dual codes of length 80 from D18 over F2 + uF2 where (α1, . . . , α8) =
(u, 1, u, u, 0, 0, u, 1)

Di (a1, . . . , a9) (a10, . . . , a18) |Aut(Ci)| Type
1 (u, 0, u, 1, 1, 1, 1, 1, 1) (u, u, 1, 3, 0, 1, 1, 1, 3) 22 · 32 α = −229, β = 18 (W80,2)
2 (u, u, u, 0, 1, u, 3, 3, 1) (0, 0, 1, u, 3, u, 0, 3, 1) 22 · 32 α = −256, β = 18 (W80,2)
3 (0, u, 0, 0, u, 0, 0, 1, 1) (0, 0, 1, 3, 1, 0, 3, 3, 3) 22 · 32 α = −274, β = 18 (W80,2)
4 (0, u, 0, 0, 0, 0, 0, 1, 3) (u, 0, 1, 1, 1, 0, 3, 3, 3) 22 · 32 α = −310, β = 18 (W80,2)
5 (0, 0, 0, 1, 1, 3, 3, 3, 3) (u, u, 1, 1, 0, 1, 3, 1, 3) 22 · 32 α = −355, β = 18 (W80,2)
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5.2.4 Constructions coming from D38

In this section, we implement the construction on G = D38. We construct self-dual codes of length
80 by considering this construction over F2. The full calculation on Magma is shown in Appendix
A.3.

Table 5.5: Self-dual codes of length 80 from D38 over F2 where (α1, . . . , α8) = (0, 1, 0, 0, 1, 1, 0, 1)

Ei (a1, . . . , a19) (a20, . . . , a38) |Aut(Ci)| Type
1 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 1, 1, 1, 1) (0, 0, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 1, 0, 0, 1, 1, 1, 1) 2 · 19 α = −211, β = 18 (W80,2)
2 (0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1) (0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1) 2 · 19 α = −249, β = 18 (W80,2)
3 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1) (0, 0, 0, 0, 1, 1, 1, 0, 1, 0, 0, 0, 1, 0, 1, 0, 1, 1, 1) 2 · 19 α = −287, β = 18 (W80,2)
4 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 1) (0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1) 2 · 19 α = −306, β = 18 (W80,2)
5 (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1) (0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 1) 22 · 19 α = −325, β = 18 (W80,2)
5 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 1, 1) (0, 0, 0, 0, 1, 1, 1, 0, 0, 1, 0, 1, 1, 1, 0, 1, 1, 1, 1) 2 · 19 α = −363, β = 18 (W80,2)
7 (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 1, 0, 1, 1) (0, 0, 0, 1, 0, 0, 1, 1, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 1) 22 · 19 α = −401, β = 18 (W80,2)

5.3 New Codes of Length 68

In this section, we implement Theorem 1.2.27 to construct new extremal self-dual codes. We extend
the codes previously constructed in Tables 5.2.1, 5.2.2 and 5.2.2.

The known weight enumerators of a self-dual [68, 34, 12]I-code are as follows:

W68,1 = 1 + (442 + 4β)y12 + (10864− 8β)y14 + . . .

W68,2 = 1 + (442 + 4β)y12 + (14960− 8β − 256γ)y14 + . . .

where 0 ≤ γ ≤ 9. Codes have been obtained for W68,2 when

γ = 2, β ∈ {2m |m = 29, . . . , 100, 103, 104} or β ∈ {2m+ 1 |m = 32, 34, . . . , 79} ;

γ = 3, β ∈ {2m |m = 40, . . . , 98, 101, 102} or

β ∈ {2m+ 1|m = 41, 43, . . . , 77, 79, 80, 83, 96} ;

γ = 4, β ∈ {2m |m = 43, 44, 48, . . . , 92, 97, 98} or

β ∈ {2m+ 1 |m = 48, . . . , 55, 58, 60, . . . , 78, 80, 83, 84, 85} ;

γ = 5 with β ∈ {m|m = 113, 116, . . . , 181} ;

Recall that the codes constructed in Tables 5.2.1, 5.2.2 and 5.2.2 are codes over F4 + uF4.
Consequently, we converted these codes to codes over F2 + uF2 (using the Gray map ψF4+uF4

)
before applying Theorem 1.2.27. The following table displays the newly constructed extremal codes
of length 68. We replace u+ 1 with 3 to save space.

Two self-dual binary codes of dimension k are said to be neighbours if their intersection has
dimension k − 1. We consider the standard form of the generator matrix of C to reduce the search

field. Let x ∈ Fn2 − C then D =
〈
〈x〉⊥ ∩ C, x

〉
is a neighbour of C. Without loss of generality, the

61



Table 5.6: Self-dual codes of length 68 from extending [64, 32, 12]I

C68,i Code c X γ β
C68,1 B1 u+ 1 (3, u, 0, u, 0, 3, u, u, 1, 0, u, 3, 0, 1, u, 1, 1, 1, u, u, u, u, u, 1, u, u, 0, 0, 1, u, 0, 3) 2 161
C68,2 B1 u+ 1 (u, 3, u, 3, u, 1, 0, 0, 1, 3, u, 0, u, u, 1, 0, 1, 3, 1, 0, 1, 3, u, 0, 3, 3, 0, 0, 0, u, 1, 3) 2 163
C68,3 A1 1 (0, 1, u, u, 1, 1, 3, u, 3, 1, 3, 0, 0, 0, 3, 1, 3, 0, 1, 0, 1, 1, u, u, 1, u, 3, 3, 0, 0, 3, u) 2 169
C68,4 B2 u+ 1 (0, u, 0, 1, 0, 0, 3, 0, 0, 0, 0, 3, 0, 0, 0, 1, 0, 1, u, 3, 1, 0, u, u, 3, 1, 1, 1, 1, 1, 0, u) 2 171
C68,5 C1 u+ 1 (1, 3, u, 0, 1, 3, 1, 3, 1, 0, 1, u, 0, 0, u, 3, 3, 0, u, 0, 3, u, 1, 0, 3, 1, 1, 0, u, 1, 1, u) 2 173
C68,6 A2 1 (3, 0, 0, 0, 3, 0, u, 3, 3, 3, u, 3, 0, 1, 1, 0, 3, u, 1, u, 0, 3, 0, u, u, 3, 0, 0, u, u, u, 1) 4 200

first 34 entries of x are set to be 0, the rest of the vectors are listed in Table 5.7. As neighbours
of codes in Table 5.3 we obtain 12 new codes with weight enumerators in W68,2. Note that all the
codes have an automorphism group of order 2.

Table 5.7: New codes of length 68 as neighbours of C68,6

N68,i (x35, x36, ..., x68) γ β
N68,1 (1111000110001110000010111110001011) 3 163
N68,2 (1011100000000001011100000010011001) 3 175
N68,3 (0011100010001111001100000010110111) 3 177
N68,4 (1000010001101010111011001111101111) 4 159
N68,5 (1001000101100010111111100110010011) 4 175
N68,6 (1110001100110111010000111000010100) 4 186
N68,7 (1100101101100111010011101110111110) 4 191
N68,8 (1101001101011110100110001000110101) 5 182
N68,9 (1001001001011101011111011100001001) 5 187
N68,10 (0000000110000101101101001100100001) 5 189
N68,11 (0111100111011000110000111011010111) 5 191
N68,12 (0000101110001110101111010100111111) 5 193
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Chapter 6

New Self-dual Codes from 2× 2 block
circulant matrices, Group Rings and
Neighbours of Neighbours

Let A and B be n× n circulant matrices over Fq. The four circulant construction, introducted by
[3], considers generator matrices of the form:(

I2n
A B
−BT AT

)
.

This construction was then applied to the ring F2 +uF2; consequently, many new extremal self-dual
codes were obtained, [70]. More recently, in [43], the four circulant construction was generalized by
including another reverse construction in the generator matrix:(

I2n
A B + C

BT + C AT

)
where A and B are n× n circulant matrices, and C is a n× n reverse circulant matrix. In [73], the
four circulant construction was modified to:(

I2n
A B
−B A

)
where A is an n × n λ-circulant matrix and B is a n × n λ-reverse circulant matrix over a finite
Frobenius ring R. In addition to this construction, they also construct new self-dual codes from the
construction: I2n

1 1 x y
1 1 y x
zT tT A B
tT zT B A


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where A is an n× n circulant matrix over a finite Frobenius ring R, B is a n× n reverse circulant
matrix over a finite Frobenius ring R and x, y, z, t are vectors over a finite Frobenius ring R. In
[35], the double circulant construction was extended to the following:I2n

A1 A2 · · · Ak
An A1 · · · Ak−1
...

...
. . .

...
A2 A3 · · · A1


where Ai are n×n circulant matrices over Fq. In this work, we construct self-dual codes by consid-
ering generator matrices as a unique combination of 2× 2 block circulant construction, group rings
and reverse circulant matrices. Specifically, we construct self-dual codes from generator matrices of
the form:

A B + C

B + C A
I

where A and B are matrices that arise from a group ring construction and C is a reverse circulant
matrix.

The main group discussed in this chapter is the cyclic group. Recall that C2p = 〈x | x2p = 1〉
and

v =

p−1∑
i=0

1∑
j=0

αi+pj+1x
2i+j ∈ RC2p

then,

σ(v) =

(
A1 A2

A′2 A1

)
where Aj = cir(α(j−1)p+1, α(j−1)p+2, . . . , αjp) and A′j = cir(αjp, α(j−1)p+1, . . . , αjp−1).

Furthermore, recall the canonical involution ∗ : RG → RG on a group ring RG is given by
v∗ =

∑
g αgg

−1, for v =
∑

g αgg ∈ RG. If v satisfies vv∗ = 1, then we say that v is a unitary unit in

RG. We also note that σ(v∗) = σ(v)T .

For the remainder of this chapter, we describe the construction itself. We present the structure of
the generator matrix and discuss associated theory in order to put some restrictions on unknowns.
These restrictions aim to maximise the practicality of the construction method by reducing the
search field. Following the theory, we look at the numerical results from certain groups of order 4, 8
and 17. We then apply extensions and consider neighbours of codes as methods of finding new codes.
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6.1 Construction

Consider the following matrix M(σ), where v1 and v2 are distinct group ring elements from the
same group ring RG where R is a finite Frobenius commutative ring of characteristic 2 and G is
a finite group of order n. σ(v) is a matrix generated from a group ring element and A denotes a
reverse circulant matrix.

σ(v1) σ(v2) + A

σ(v2) + A σ(v1)
I2nM(σ) =

Let Cσ be the code generated by the matrix M(σ). Clearly, Cσ has length 4n. We will now establish
conditions when Cσ generates a self-dual code. We will also create a link between unitary units in
RG and the above construction yielding self-dual codes.

Lemma 6.1.1 Let R be a finite commutative Frobenius ring of characteristic 2 and let B and C
be n× n matrices over R. Then, the matrix

B C

C B
I2nM =

generates a self-dual code iff (B + C)(B + C)T = In and BCT = CBT .

Proof. Clearly, the code generated by M has free rank 2n, as the left-hand side of the matrix M is
the 2n× 2n identity matrix. The code generated by M is self-dual if and only if the code generated
by M is self-orthogonal. Now,

MMT = I2n +

(
B C
C B

)(
BT CT

CT BT

)
=

(
In +BBT + CCT BCT + CBT

CBT +BCT In + CCT +BBT

)
and MMT = 0 iff In +BBT + CCT = 0 and BCT + CBT = 0. Adding these equations, we obtain

In +BBT + CCT +BCT + CBT = 0⇐⇒ (B + C)(B + C)T = In.

�

Theorem 6.1.2 Let R be a finite commutative Frobenius ring of characteristic 2 and let G be a
finite group of order n. Then, Cσ generates a self-dual code of length 4n iff (σ(v1 +v2) +A)(σ((v1 +
v2)
∗) + A) = In and σ(v1)(σ((v1 + v2)

∗) + A) = (σ(v1 + v2) + A)σ(v∗1).

Proof. By the previous result, Cσ generates a self-dual code iff

(σ(v1) + σ(v2) + A)(σ(v1) + σ(v2) + A)T = In and σ(v1)(σ(v2) + A)T = (σ(v2) + A)σ(v1)
T .
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Now, σ(v1) + σ(v2) + A = σ(v1 + v2) + A and

(σ(v1) + σ(v2) + A)T = σ(v1)
T + σ(v2)

T + AT

= σ(v∗1) + σ(v∗2) + A

= σ(v∗1 + v∗2) + A

= σ((v1 + v2)
∗) + A.

Clearly, σ(v1)(σ(v2) + A)T = (σ(v2) + A)σ(v1)
T is equivalent to

σ(v1)σ(v1)
T + σ(v1)(σ(v2) + A)T = σ(v1)σ(v1)

T + (σ(v2) + A)σ(v1)
T .

Considering the left-and right-hand sides separately, we obtain:

σ(v1)σ(v1)
T + σ(v1)(σ(v2) + A)T = σ(v1)σ(v∗1) + σ(v1)(σ(v2)

T + AT )

= σ(v1)σ(v∗1) + σ(v1)σ(v∗2) + σ(v1)A

= σ(v1)(σ(v∗1) + σ(v∗2) + A)

= σ(v1)(σ(v∗1 + v∗2) + A)

= σ(v1)(σ((v1 + v2)
∗) + A).

and

(σ(v2) + A)σ(v1)
T + σ(v1)σ(v1)

T = σ(v1)σ(v∗1) + (σ(v2) + A)σ(v∗1)

= σ(v1)σ(v∗1) + σ(v2)σ(v∗1) + Aσ(v∗1)

= (σ(v1) + σ(v2) + A)σ(v∗1)

= (σ(v1 + v2) + A)σ(v∗1).

�

Lemma 6.1.3 Let R be a finite commutative Frobenius ring of characteristic 2, A be a n×n reverse
circulant over R, and let V be a n× n circulant matrix over R. Then,

AV T + V AT = 0. (6.1)

Proof. Let V = cir(v1, vn, vn−1, . . . , v3, v2). Clearly, V = v1In + v2P + v3P
2 + · · · + vnP

n−1 where
P = cir(0, 0, . . . , 0, 1) and A = rcir(a1, a2, . . . , an−1, an). Now,

V T = v1I
T
n + v2P

T + v3(P
2)T + · · ·+ vn(P n−1)T

= v1In + v2P
T + v3(P

T )2 + · · ·+ vn(P T )n−1.

As A = AT , it remains to show that AP T + PA = 0. Finally,

PA = cir(0, 0, . . . , 0, 1) · rcir(a1, a2, . . . , an−1, an) = rcir(an, a1, . . . , an−1)

66



and
AP T = rcir(a1, a2, . . . , an−1, an) · cir(0, 1, . . . , 0, 0) = rcir(an, a1, . . . , an−1).

�

Lemma 6.1.4 Let R be a commutative ring and let G = {g1 = e, . . . , gn} be a finite group of order
n > 1. The σ(v) is symmetric for any v ∈ RG if and only if G is an abelian group of exponent 2.

Proof. Clearly, σ(v) is symmetric for any v ∈ RG if and only if αg−1
i gj

= αg−1
j gi

(i, j = 1, . . . , n)

for any v =
∑

g∈G αgg ∈ RG. Furthermore, we have g−1i gj = g−1j gi (i = 1, . . . , n) (i, j = 1, . . . , n)

or xy = y−1x−1 for any x, y ∈ G. Note that for an abelian group of exponent 2, yxy = x−1 or
xyxy = e or (xy)2 = e for any x, y ∈ G. Therefore, we have that g2 = e for any g ∈ G; thus, G has
exponent 2.

It is interesting to note that any group of exponent 2 is abelian because xyxy = e and
xxyy = ee = e since x and y are commutative for any x, y ∈ G. �

Lemma 6.1.5 Let R be a commutative ring. An n × n-matrix X satisfies XA = AXT for any
n× n reverse circulant matrix A over R if and only if X is a circulant matrix.

Proof. This proof follows from lemma 6.1.3. Let X be a n× n-matrix which satisfies XA = AXT .
Then

XA = ATXT

and
XA = (XA)T

for any n × n reverse circulant matrix A over R. This implies that XA is symmetric. Let

D =


0 . . . 0 1
0 . . . 1 0
...

. . .
...

...
1 . . . 0 0

 = rcir(0, 0, . . . , 0, 1), X = (xi,j). Clearly, we have D2 = In and XDDA

is symmetric for any n× n reverse circulant matrix A over R. Therefore, (xi,n−j)DA is symmetric.
So we have (xi,n−j)B is symmetric for any n×n circulant matrix B over R. This is equivalent to

the fact that (xi,n−j)P
k is symmetric for any k ∈ {1, . . . , n} and n×n matrix P = cir(0, 0, . . . , 0, 1).

Thus, (xi,(k−j)modn+1) is symmetric for any k ∈ {1, . . . , n}. We have

xi,(k−j) mod n+1 = xj,(k−i) mod n+1 i, j, k ∈ {1, . . . , n}

It is easy to see that j′ = (k − j) mod (n + 1) equivalent to j = (k − j′) mod (n + 1) where
i, j, j′, k ∈ {1, . . . , n}. So

xi,j′ = x(k−j′) mod n+1,(k−i)mod n+1 i, j
′, k ∈ {1, . . . , n}
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Thus ((k − j′) mod (n + 1)) − ((k − i) mod (n + 1)) ≡ i − j (mod n). Therefore, we have that xi,j′
is constant if (i− j) modn is fixed. Thus, X is circulant. �

Lemma 6.1.6 Let R be a finite commutative Frobenius ring of characteristic 2 and let G be a
finite abelian group of order n of exponent 2. Then, Cσ generates a self-dual code of length 4n if
σ(v1), σ(v2) are circulant matrices, σ((v1 + v2)

2) + A2 = In.

Proof. We note that Aσ(v∗1) = σ(v1)A, Aσ(v∗2) = σ(v2)A by lemma 6.1.3. By lemma 6.1.4 for
any v ∈ RG σ(v) is symmetric, so σ(v∗) = σ(v)T = σ(v). We also know by theorem 6.1.2 that Cσ
generates a self-dual code iff

(σ(v1) + σ(v2) + A)(σ(v1) + σ(v2) + A)T = In and σ(v1)(σ(v2) + A)T = (σ(v2) + A)σ(v1)
T .

Now,

(σ(v1) + σ(v2) + A)(σ(v1) + σ(v2) + A)T = (σ(v1 + v2) + A)(σ((v1 + v2)
∗) + A)

= σ(v1 + v2)σ((v1 + v2)
∗) + [σ(v1 + v2)A+ Aσ((v1 + v2)

∗)] + A2

= σ((v1 + v2)(v1 + v2)
∗) + A2 = σ((v1 + v2)

2) + A2 = In.

and

σ(v1)(σ(v2) + A)T + (σ(v2) + A)σ(v1)
T = σ(v1)σ(v∗2) + [σ(v1)A+ Aσ(v∗1)] + σ(v2)σ(v∗1)

= σ(v1v2) + σ(v2v1)

= σ(v1v2) + σ(v1v2) = 0.

�

Lemma 6.1.7 Let R be a finite commutative Frobenius ring of characteristic 2 and let G be a finite
cyclic group of order n. Then, Cσ generates a self-dual code of length 4n iff σ((v1 + v2)(v1 + v2)

∗) +
A2 = In and v1v

∗
2 = v2v

∗
1.

Proof. We note that Aσ(v∗) = σ(v)A for all v ∈ RG by the previous result. We also know that
Cσ generates a self-dual code iff

(σ(v1) + σ(v2) + A)(σ(v1) + σ(v2) + A)T = In and σ(v1)(σ(v2) + A)T = (σ(v2) + A)σ(v1)
T .

Now,

(σ(v1) + σ(v2) + A)(σ(v1) + σ(v2) + A)T = (σ(v1 + v2) + A)(σ((v1 + v2)
∗) + A)

= σ(v1 + v2)σ((v1 + v2)
∗) + [σ(v1 + v2)A+ Aσ((v1 + v2)

∗)] + A2

= σ((v1 + v2)(v1 + v2)
∗) + A2 = In
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and

σ(v1)(σ(v2) + A)T + (σ(v2) + A)σ(v1)
T = σ(v1)σ(v∗2) + [σ(v1)A+ Aσ(v∗1)] + σ(v2)σ(v∗1)

= σ(v1v
∗
2) + σ(v2v

∗
1)

= σ(v1v
∗
2 + v2v

∗
1).

Finally, σ(v1v
∗
2 + v2v

∗
1) = 0 iff v1v

∗
2 = v2v

∗
1. �

Lemma 6.1.8 Let R be a finite commutative Frobenius ring of characteristic 2 and let G be a finite
abelian group of order n. Let Cσ be self-dual. If A = 0, then v1 + v2 is unitary.

Proof. If Cσ is self-dual and A = 0, then σ((v1 + v2)(v1 + v2)
∗) = In and (v1 + v2)(v1 + v2)

∗ = 1. �

6.2 Numerical Results

In this section, we construct 32 new self-dual codes of length 68. We begin with the construction of
self-dual codes of length 64 from groups of order 4 and 8. Using Theorem 1.2.27, we construct new
self-dual codes of length 68. Next, we construct codes of length 68 from groups of order 17. We
then find new self-dual codes of length 68 by finding neighbours of these codes, followed by finding
neighbours of these neighbours. Magma ([5]) was used to construct all of the codes throughout this
section.

The possible weight enumerators for a self-dual Type I [64, 32, 12]-code are given in [20,28] as:

W64,1 = 1 + (1312 + 16β) y12 + (22016− 64β) y14 + · · · , 14 ≤ β ≤ 284,

W64,2 = 1 + (1312 + 16β) y12 + (23040− 64β) y14 + · · · , 0 ≤ β ≤ 277.

Extremal singly even self-dual codes with weight enumerators W64,1 are known ([1, 39,100]):

β ∈
{

14, 16, 18, 19, 20, 22, 24, 25, 26, 28, 29, 30, 32, 34,
35, 36, 38, 39, 44, 46, 49, 53, 54, 58, 59, 60, 64, 74

}
and extremal singly even self-dual codes with weight enumerator W64,2 are known for:

β ∈
{

0, ..., 40, 41, 42, 44, 45, 46, 47, 48, 49, 50, 51, 52, 54, 55, 56, 57,
58, 60, 62, 64, 69, 72, 80, 88, 96, 104, 108, 112, 114, 118, 120, 184

}
\ {31, 39}.

The weight enumerator of a self-dual [68, 34, 12]2 code is in one of the following forms:

W68,1 = 1 + (442 + 4β)y12 + (10864− 8β)y14 + . . . ,

W68,2 = 1 + (442 + 4β)y12 + (14960− 8β − 256γ)y14 + . . . ,
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where β and γ are parameters and 0 ≤ γ ≤ 9.

The existence of codes in W68,1 are known for ([27]) β =104, 105, 112, 115, 117, 119, 120, 122,
123, 125,. . . , 284, 287, 289,291, 294, 301, 302, 308, 313, 315, 322, 324, 328,. . . , 336, 338, 339, 345,
347, 350, 355, 379 and 401.

The first examples of codes with a γ = 7 in W68,2 are constructed in [102]. Together with these,
the existence of the codes in W68,2 are known for the following parameters (see [39, 102]):

γ = 0, β ∈ {2m|m = 0, 7, 11, 14, 17, 21, . . . , 99, 102, 105, 110, 119, 136, 165}; or
β ∈ {2m+ 1|m = 3, 5, 8, 10, 15, 16, 17, 20, . . . , 82, 87, 93, 94, 101, 104, 110, 115};
γ = 1, β ∈ {2m|m = 19, 22, . . . , 99}; or β ∈ {2m+ 1|m = 24, . . . , 85};
γ = 2, β ∈ {2m|m = 29, . . . , 100, 103, 104}; orβ ∈ {2m+ 1|m = 32, . . . , 81, 84, 85, 86};
γ = 6 with β ∈ {2m|m = 69, 77, 78, 79, 81, 88}
γ = 7 with β ∈ {7m|m = 14, . . . , 39, 42} .

Firstly, we construct self-dual codes of length 64 from C4 (over F4 + uF4), C4,2 (over F2 + uF2)
and C8 (over F2+uF2). We then construct three self-dual codes of length 68 (Table 6.1) by applying
theorem 1.2.27 to the codes constructed in Tables 6.1,6.2 and 6.3. We replace 1 + u ∈ F2 + uF2

with 3 to save space. The calculation on Magma is shown in Appendix A.4, in order to construct
a code of length 32 using the groups C8 and C8. Lifting these codes over R1 produces the code of
length 64 in Table 6.2.

Table 6.1: Self-dual code over F4 + uF4 of length 32 from C4 and C4.

Ai v ∈ C4 v ∈ C4 rA |Aut(Ai)| β

1 (8966) (0000) (A617) 24 0

Table 6.2: Self-dual code over R1 of length 64 from C8 and C8.

Bi v ∈ C8 v ∈ C8 rA |Aut(Bi)| β

1 (uuu10311) (uu011uu0) (u0300013) 23 0

Table 6.3: Self-dual code over R1 of length 64 from C42 and C42.

Ci v ∈ C42 v ∈ C42 rA |Aut(Ci)| β

1 (uu01u0u1) (u0u11u31) (u3u3u3u0) 24 48

We now construct two self-dual codes of length 68 using C17 (Table 6.5). We let v2 = 0 ∈ RC17.
We note that in this case, the construction is equivalent to the usual four circulant construction.
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Table 6.4: Self-dual code of length 68 from extensions of C1, C2 and C3.
Di Code c X γ β |Aut(Ei)|
1 A1 1 (0133010303011u1001333u01031uuu1u) 4 113 2
2 B1 u+ 1 (013011030003013301111030uuu13u10) 2 61 2
3 C1 u+ 1 (0u10303u110333001103u00130103303) 1 179 2

Table 6.5: Self-dual codes over F2 of length 68 (W68,2) from C17 and C17.

Ei v1 ∈ C17 v2 ∈ C17 rA |Aut(Di)| γ β

1 (00000000000011011) (00000000000000000) (00100110010110111) 22 · 17 0 238

2 (00000000110001111) (00000000000000000) (00100100101010101) 22 · 17 0 272

We now construct neighbours of these codes, and neighbours of these neighbours.

Tables 6.6 to 6.12 show the repeated process of finding neighbours from neighbours in order to
construct numerous interesting results.
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Table 6.6: New codes of length 68 from neighbours of E1 and E2

Fi Ei (x35, x36, ..., x68) |Aut(Fi)| γ β Type
1 2 (0111011100100011000001001000100110) 2 0 208 W68,2

2 2 (1110000011111000011000011110011000) 1 0 214 W68,2

3 2 (0001000100001110111100001010011010) 2 1 191 W68,2

4 2 (0010111111111110001111001010111001) 2 1 202 W68,2

5 1 (1001101111101110011000101000010110) 1 1 210 W68,2

6 2 (0101001000111001100011110011000101) 1 1 211 W68,2

7 2 (0010101101010100111100000001010001) 1 1 229 W68,2

8 2 (1111111111111111111011101111111111) 1 317 W68,1

Table 6.7: New codes of length 68 from neighbours of F7 and F8

Gi Fi (x35, x36, ..., x68) |Aut(Gi)| γ β Type
1 8 (0001001101110000000000101011001100) 1 0 218 W68,2

2 7 (0110000010001000111000111000100010) 1 1 193 W68,2

3 7 (1000100101011000011011110011000000) 1 1 195 W68,2

4 7 (0101001010010010000100100101001001) 1 1 233 W68,2

5 7 (0111010010001001001000000100101010) 1 2 193 W68,2

6 7 (1100010011000010110111011101101111) 1 2 195 W68,2

Table 6.8: New codes of length 68 from neighbours of G5

Hi Gi (x35, x36, ..., x68) |Aut(Hi)| γ β Type
1 5 (0010010110011000000010111001111110) 1 1 197 W68,2

2 5 (0100001011001011101010110111011111) 1 1 199 W68,2

3 5 (1101001011101101011111110111100111) 1 2 199 W68,2

4 5 (0011000011001110011000001100000001) 1 2 191 W68,2

5 5 (0001100100110010010101000111100100) 1 2 204 W68,2

6 5 (1011101001000001101001010111011101) 1 2 218 W68,2

Table 6.9: Code of length 68 from the neighbours of D1

Ii Di (x35, x36, ..., x68) |Aut(Ii)| γ β Type
1 1 (1111000110110011110111001010111101) 1 5 133 W68,2

Table 6.10: Code of length 68 from the neighbours of I1

Ji Ii (x35, x36, ..., x68) |Aut(Ji)| γ β Type
1 1 (0000100001011000111001010100001100 1 6 141 W68,2
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Table 6.11: New codes of length 68 from the neighbours of J1

Ki Ji (x35, x36, ..., x68) |Aut(Ki)| γ β Type
1 1 (1111111101001100010100001000010100) 1 6 131 W68,2

2 1 (0000001110010111101110011111001111) 1 7 158 W68,2

Table 6.12: New codes of length 68 from the neighbours of K2

Li Ki (x35, x36, ..., x68) |Aut(Li)| γ β Type
1 2 (0110111111010100011101010011010101) 1 7 155 W68,2

2 2 (0101010101010001001010011101110010) 1 7 156 W68,2

3 2 (0010011101010101010111011110110110) 1 7 157 W68,2

4 2 (1101111110110111001111110101101100) 1 7 159 W68,2

5 2 (1001011111000110001111101100101110) 1 7 160 W68,2

6 2 (1100000100100000010100101100011010) 1 7 162 W68,2

7 2 (1000010000010110000111110010011111) 1 7 164 W68,2

8 2 (0100001001101111111010000101010001) 1 7 165 W68,2

9 2 (0011101000100011011101001111101111) 1 7 167 W68,2
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Chapter 7

New Extremal Binary Self-dual Codes
from block circulant matrices and block
quadratic residue circulant matrices

A special type of cyclic code is a quadratic-residue code. While quadratic-residue code have been
studied extensively since the early 1970’s ([2,77,98]), the theory is lacking when it comes to extremal
self-dual codes.

If we consider the double circulant construction (I |A) where A is an n × n circulant matrix over
a ring R, clearly the search field in this cases is |R|n. In [33], Gaborit introduced this notion of a
quadratic residue circulant matrix where by the search field is considerably reduced. We define the
quadratic residue circulant matrix as follows:

Let Fpk be the Galois field of pk elements. Let γi ∈ Fkp, A be a p×p circulant matrix, Qr(a, b, c) be the
p × p quadratic residue circulant matrix with three free variables, obtained through the quadratic
residues and non-residues modulo p. Thus, the first row of r = (r0, r1, . . . , rp−1) of Qp(a, b, c) is
determined by the following rule:

ri =


a if i = 0

b if i is a quadratic residue modulo p

c if i is a quadratic non-residue modulo p.

In [33], many self-dual and extremal self-dual codes were produced by replacing A with Qp(a, b, c)
in the usual double circulant construction. Additionally, self-dual codes from generator matrices of
the form 

γ1 γ2 · · · γ2 γ3 γ4 · · · γ4
γ2 γ4
... I

... Qp(a, b, c)
γ2 γ4


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were considered where γi ∈ Fpk . In [75], this technique is extended to consider constructing
self-dual codes over F2 + uF2 + u2F2 (where u3 = u) from the generator matrix:Ip+1

λ β · · · β
γ
... Qp(a, b, c)
γ


where Qp(a, b, c) is the quadratic residue circulant matrix defined above over F2 + uF2 + u2F2

and over λ, β, γ ∈ F2 +uF2 +u2F2. In [37], these techniques were extended to constructing self-dual
codes from generator matrices of the form (Qp(a, b, c)|A) and

γ1 γ2 · · · γ2 γ3 γ4 · · · γ4
γ2 γ4
... Qp(a, b, c)

... A
γ2 γ4

 ,

where A is a p× p circulant matrix. In this chapter we consider constructing self-dual codes from
generator matrices of the form  Q0 Q1 Q2 A0 A1 A2

Q2 Q0 Q1 A2 A0 A1

Q1 Q2 Q0 A1 A2 A0


where Qi are quadratic residue circulant matrices and Ai are p× p circulant matrices.

We begin with discussing some important properties of quadratic residue circulant matrices. Fol-
lowing the fundamental theory, we describe the construction itself. We provide theoretical results
that establish certain conditions when this construction yields self-dual codes. This chapter con-
cludes with applying the construction to find many known and unknown self-dual codes that had
not been previously constructed.

7.1 Quadratic Residue Circulant Matrices

Let Qp(ai, bi, ci) be the ith-p×p quadratic circulant matrix, where ai, bi, ci ∈ R and p is a prime num-
ber and 0 ≤ i ≤ 2. For the purpose of this chapter, we need to evaluate Qp(ai, bi, ci)Qp(aj, bj, cj)

T .
From [33], we can clearly see that Qp(ai, bi, ci)Qp(ai, bi, ci)

T

=

{
Qp(a

2
i , b

2
i + k(b2i + c2i ), c

2
i + k(b2i + c2i )) if p = 4k + 1

Qp(a
2
i + b2i + c2i , aibi + aici + bici + (b2i + c2i )k, aibi + aici + bici + (b2i + c2i )k) if p = 4k + 3

.

k ∈ Z. We will now calculate Qp(ai, bi, ci)Qp(aj, bj, cj)
T . First we will consider the case when

p = 4k + 1, followed by the case when p = 4k + 3.
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Theorem 7.1.1 If p = 4k + 1 then Qp(ai, bi, ci)Qp(aj, bj, cj)
T

= Qp(aiaj, aibj+biaj+(k+1)bibj+k(bicj+cibj)+kcicj, aicj+ciaj+kbibj+k(bicj+cibj+(k+1)cicj).

Proof. Assume that p = 4k + 1. Let Q = Qp(0, 1, 0) and N = Qp(0, 0, 1), then

Qp(ai, bi, ci)Qp(aj, bj, cj)
T = (aiI + biQ+ ciN)(ajI + bjQ+ cjN)T

= (aiI + biQ+ ciN)(ajI + bjQ
T + cjN

T )

= aiajI + aibjQ
T + aicjN

T + biajQ+ bibjQQ
T

+ bicjQN
T + ciajN + cibjNQ

T + cicjNN
T .

Recall ([34]) that Q = QT , N = NT , QQT = (k + 1)Q + kN , QNT = NQT = k(Q + N) and
NNT = kQ+ (k + 1)N . Therefore,

Qp(ai, bi, ci)Qp(aj, bj, cj)
T =aiajI + (aibj + biaj)Q+ (aicj + ciaj)N + bibj((k + 1)Q+ kN)

+ (bici + cibj)(k(Q+N)) + cicj(kQ+ (k + 1)N)

=aiajI + (aibj + biaj)Q+ (aicj + ciaj)N + bibj(k + 1)Q+ bibjkN

+ (bici + cibj)kQ+ (bici + cibj)kN + cicjkQ+ cicj(k + 1)N

=I[aiaj] +Q[aibj + biaj + (k + 1)bibj + k(bicj + cibj) + kcicj]

+N [aicj + ciaj + kbibj + k(bicj + cibj) + (k + 1)cicj]

= Qp(aiaj, aibj+biaj+(k+1)bibj+k(bicj+cibj)+kcicj, aicj+ciaj+kbibj+k(bicj+cibj)+(k+1)cicj).�

Theorem 7.1.2 If p = 4k + 3 then Qp(ai, bi, ci)Qp(aj, bj, cj)
T

= Qp(aiaj + bibj + cicj, (aicj + biaj) + k(bibj + cicj) + kbicj + (k + 1)cibj,

(aibj + ciaj) + k(bibj + cicj) + (k + 1)bicj + kcibj)
.

Proof. Assume that p = 4k + 3. Then

Qp(ai, bi, ci)Qp(aj, bj, cj)
T = aiajI + aibjQ

T + aicjN
T + biajQ+ bibjQQ

T

+ bicjQN
T + ciajN + cibjNQ

T + cicjNN
T .

Recall ([34]) that Q = NT , QQT = NNT = I + kQ + kN , QNT = kQ + (k + 1)N and NQT =
(k + 1)Q+ kN . Therefore,
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Qp(ai, bi, ci)Qp(aj, bj, cj)
T =aiajI + (aicj + biaj)Q+ (aibj + ciaj)N + (bibj + cicj)QQ

T

+ bicjQN
T + cibjNQ

T

=aiajI + (aicj + biaj)Q+ (aibj + ciaj)N + (bibj + cicj)(I + kQ+ kN)

+ bicj(kQ+ (k + 1)N) + cibj((k + 1)Q+ kN)

=aiajI + (aicj + biaj)Q+ (aibj + ciaj)N + (bibj + cicj)I + k(bibj + cicj)Q

+ k(bibj + cicj)N + kbicjQ+ (k + 1)bicjN + (k + 1)cibjQ+ kcibjN

=I[aiaj + bibj + cicj] +Q[(aicj + biaj) + k(bibj + cicj) + kbicj

+ (k + 1)cibj] +N [(aibj + ciaj) + k(bibj + cicj) + (k + 1)bicj + kcibj]

=Qp(aiaj + bibj + cicj, (aicj + biaj) + k(bibj + cicj) + kbicj + (k + 1)cibj,

(aibj + ciaj) + k(bibj + cicj) + (k + 1)bicj + kcibj)

�

7.2 The Construction

We shall now describe the main construction itself and provide conditions when this technique
produces self-dual codes. Let Ql = Qp(al, bl, cl). Define the matrix

M =

 Q0 Q1 Q2 A0 A1 A2

Q2 Q0 Q1 A2 A0 A1

Q1 Q2 Q0 A1 A2 A0


and let C be the linear code of length 6p generated by the matrix M , where Ai are p× p circulant
matrices over R. Let CIRC(A1, . . . , An) be the block circulant matrix where the first row of block
matrices are A1, . . . , An and a[l]3 = a(l mod 3), then

MMT = CIRC

 2∑
i=0

(QiQ
T
i + AiA

T
i ),

2∑
i=0

QiQ
T
[(i+2)]3

+ AiA
T
[(i+2)]3

,

(
2∑
i=0

QiQ
T
[(i+2)]3

+ AiA
T
[(i+2)]3

)T
 .

Clearly, C is self-orthogonal if and only
2∑
i=0

AiA
T
i =

2∑
i=0

QiQ
T
i and

3∑
i=1

AiA
T
[(i+2)]3

=
3∑
i=1

QiQ
T
[(i+2)]3

.
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Using Theorem 7.1.1, we can see that
2∑
i=0

QiQ
T
i =

Qp

(
2∑
i=0

a2i ,
2∑
i=0

(b2i + k(b2i + c2i )),
2∑
i=0

(c2i + k(b2i + c2i ))

)
if p = 4k + 1

Qp

(
2∑
i=0

(a2i + b2i + c2i ),
2∑
i=0

(aibi + aici + bici + k(b2i + c2i ),

2∑
i=0

(aibi + aici + bici + k(b2i + c2i )

)
if p = 4k + 3

.

Additionally (by Theorem 7.1.2), if p = 4k + 1 then

3∑
i=1

QiQ
T
[(i+2)]3

= Qp

(
2∑
i=0

aia[(i+2)]3 ,
2∑
i=0

(aib[(i+2)]3 + bia[(i+2)]3 + (k + 1)bib[(i+2)]3 + k(bic[(i+2)]3 + cib[(i+2)]3

+ kcic[(i+2)]3),
2∑
i=0

(aic[(i+2)]3 + cia[(i+2)]3 + kbib[(i+2)]3 + k(bic[(i+2)]3 + cib[(i+2)]3 + (k + 1)cic[(i+2)]3)

)
and if p = 4k + 3 then

3∑
i=1

QiQ
T
[(i+2)]3

= Qp

(
2∑
i=0

(aia[(i+2)]3 + bib[(i+2)]3 + cic[(i+2)]3 ,
2∑
i=0

[(aic[(i+2)]3 + bia[(i+2)]3)

+ k(bib[(i+2)]3 + cic[(i+2)]3) + kbic[(i+2)]3 + (k + 1)cib[(i+2)]3 ],
2∑
i=0

[(aib[(i+2)]3 + cia[(i+2)]3)

+ k(bib[(i+2)]3 + cic[(i+2)]3) + (k + 1)bic[(i+2)]3 + kcib[(i+2)]3)]

)
Combining these results, we reach the following:

Theorem 7.2.1 If p = 4k+1, then C is a self-orthogonal code if and only if the following conditions
hold:

1.
2∑
i=0

AiA
T
i = Qp

(
2∑
i=0

a2i ,
2∑
i=0

(b2i + k(b2i + c2i )),
2∑
i=0

(c2i + k(b2i + c2i ))

)
,

2.
3∑
i=1

AiA
T
[(i+2)]3

= Qp

(
2∑
i=0

aia[(i+2)]3 ,
2∑
i=0

(aib[(i+2)]3 + bia[(i+2)]3 + (k + 1)bib[(i+2)]3

+ k(bic[(i+2)]3 + cib[(i+2)]3 + kcic[(i+2)]3),
2∑
i=0

(aic[(i+2)]3 + cia[(i+2)]3 + kbib[(i+2)]3

+ k(bic[(i+2)]3 + cib[(i+2)]3 + (k + 1)cic[(i+2)]3)

)
.
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Theorem 7.2.2 If p = 4k+3, then C is a self-orthogonal code if and only if the following conditions
hold:

1.
2∑
i=0

AiA
T
i = Qp

(
2∑
i=0

(a2i + b2i + c2i ),
2∑
i=0

(aibi + aici + bici + k(b2i + c2i ),
2∑
i=0

(aibi + aici + bici +

k(b2i + c2i )

)
,

2.

3∑
i=1

AiA
T
[(i+2)]3

= Qp

(
2∑
i=0

(aia[(i+2)]3 + bib[(i+2)]3 + cic[(i+2)]3 ,

2∑
i=0

[(aic[(i+2)]3 + bia[(i+2)]3) + kbib[(i+2)]3

+ kcic[(i+2)]3 + kbic[(i+2)]3 + (k + 1)cib[(i+2)]3 ],
2∑
i=0

[(aib[(i+2)]3 + cia[(i+2)]3) + kbib[(i+2)]3

+ kcic[(i+2)]3 + (k + 1)bic[(i+2)]3 + kcib[(i+2)]3)]

)
.

Theorem 7.2.3 The matrix M has full rank if and only if the following conditions hold:

1.
2∑
i=0

(AiCi + AiDi) = Ip,

2.
2∑
i=0

(AiC[i+2]3 + AiD[i+2]3) = 0p and

3.
2∑
i=0

(AiC[i+1]3 + AiD[i+1]3) = 0p

for some p× p circulant matrices Ck and Dl over R.

Proof. Clearly,
M =

(
CIRC(Q0, Q1, Q2) CIRC(A0, A1, A2)

)
has full rank iff MN = I3p for some 6p × 3p matrix N over R. Let N ′ = (n1, . . . , n6p)

T be the
first column of N , clearly M(circ(n1, . . . , np)

T , . . . , circ(n5p+1, . . . , n6p)
T )T = (Ip, 0p, 0p, 0p, 0p, 0p)

T .
If N ′′ = (C0, C1, C2, D0, D1, D2)

T is the matrix that satisfies MN ′′ = (Ip, 0p, 0p, 0p, 0p, 0p)
T , then N

can take the form

N =

(
CIRC(C0, C2, C1)
CIRC(D0, D2, D1)

)
where Ck and Dl are p× p circulant matrices over R. Now,

MN = CIRC

(
2∑
i=0

(AiCi + AiDi),
2∑
i=0

(AiC[i+2]3 + AiD[i+2]3),
2∑
i=0

(AiC[i+1]3 + AiD[i+1]3)

)
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and M has full rank if and only if:

1.
2∑
i=0

(AiCi + AiDi) = Ip,

2.
2∑
i=0

(AiC[i+2]3 + AiD[i+2]3) = 0p and

3.
2∑
i=0

(AiC[i+1]3 + AiD[i+1]3) = 0p

�

Theorem 7.2.4 Let C be self-dual. Then,(
2∑
i=0

Qi

)
B +

(
2∑
i=0

Qi

)T

B′ = Ip

for some p× p matrices B and B′ over R.

Proof. By the previous result,

1.
2∑
i=0

(AiCi + AiDi) = Ip,

2.
2∑
i=0

(AiC[i+2]3 + AiD[i+2]3) = 0p and

3.
2∑
i=0

(AiC[i+1]3 + AiD[i+1]3) = 0p.

Adding these equations, we obtain that(
2∑
i=0

Qi

)(
2∑
i=0

Ci

)
+

(
2∑
i=0

Ai

)(
2∑
i=0

Di

)
= Ip.

Let Q3 =
2∑
i=0

Qi, A3 =
2∑
i=0

Ai, C3 =
2∑
i=0

Ci and D3 =
2∑
i=0

Di. Thus,

Q3C3 + A3D3 = Ip
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and
(Q3C3 + A3D3)

T = CT
3 Q

T
3 +DT

3 A
T
3 = QT

3C
T
3 + AT3D

T
3 = Ip

since circulant matrices commute. Therfore,

Q3C3 + A3D3 = Q3C3 + A3(Q
T
3C

T
3 + AT3D

T
3 )D3

= Q3C3 + A3Q
T
3C

T
3 D3 + A3A

T
3D

T
3D3

= Ip.

If C is self-dual, then MMT = 03p and(
Ip Ip Ip

)
MMT

(
Ip Ip Ip

)T
= 0p.

Consequently,(
Q3 Q3 Q3 A3 A3 A3

) (
Q3 Q3 Q3 A3 A3 A3

)T
= 0p and Q3Q

T
3 = A3A

T
3 .

Finally,

Ip = Q3C3 + A3Q
T
3C

T
3 D3 + A3A

T
3D

T
3D3

= Q3C3 + A3Q
T
3C

T
3 D3 +Q3Q

T
3D

T
3D3

= Q3C3 +Q3Q
T
3D

T
3D3 + A3Q

T
3C

T
3 D3

= Q3(C3 +QT
3D

T
3D3) +QT

3 (A3C
T
3 D3)

= Q3B +QT
3B
′

where B = C3 +QT
3D

T
3D3 and B′ = A3C

T
3 D3. �

Theorem 7.2.5 Assume that p = 4k + 1 and let C be self-dual. Then
2∑
i=0

Qi is invertible.

Proof. By the previous result, (
2∑
i=0

Qi

)
B +

(
2∑
i=0

Qi

)T

B′ = Ip

for some p × p matrices B and B′ over R. Clearly, Qi = aiIp + biQ + ciN where Q = Qp(0, 1, 0),
N = Qp(0, 0, 1). Now,

QT
i = (aiIp + biQ+ ciN)T

= aiIp + biQ
T + ciN

T

= aiIp + biQ+ ciN

= Qi
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since Q = QT , N = NT . Therefore,(
2∑
i=0

Qi

)
B +

(
2∑
i=0

Qi

)T

B′ =

(
2∑
i=0

Qi

)
B +

(
2∑
i=0

Qi

)
B′ =

(
2∑
i=0

Qi

)
(B +B′) = Ip

and
2∑
i=0

Qi is invertible. �

In the next result, we consider a specific example of a commutative Frobenius ring of characteristic
2. For the purpose of the next result, we assume that R is a local ring with a residue class field
that contains 2 elements.

Theorem 7.2.6 Assume that p = 4k+3, let R be a local ring with a residue class field that contains

2 elements and assume that k is even. Let C be a self-dual code over R. Then
2∑
i=0

Qi is invertible.

Proof. Let Q3 =
2∑
i=0

Qi, a3 =
2∑
i=0

ai, b3 =
2∑
i=0

bi and c3 =
2∑
i=0

ci. Clearly, Q3 = a3Ip + b3Q + c3N

(where Q = Qp(0, 1, 0), N = Qp(0, 0, 1)) and Q3B + QT
3B
′ = Ip for some matrices B and B′. Let

J be the unique maximal ideal in R. It remains to show that Q3 (mod J) is invertible. If b3 ≡ c3
(mod J) then

QT
3 ≡ (a3Ip + b3Q+ b3N)T ≡ a3Ip + b3Q

T + b3N
T ≡ a3Ip + b3N + b3Q ≡ Q3 (mod J)

since Q = NT . Therefore,

Q3(B +B′) ≡ Q3B +QT
3B
′ ≡ Ip (mod J).

and Q3 (mod J) is invertible.

If b3 6≡ c3 (mod J) then b3 + c3 ≡ 1 (mod J) and

(1, . . . , 1︸ ︷︷ ︸
p

)QT
3 = (1, . . . , 1︸ ︷︷ ︸

p

)Q3 ≡ (a3 + b3 + c3, . . . , a3 + b3 + c3︸ ︷︷ ︸
p

) ≡ (a3 + 1)(1, . . . , 1︸ ︷︷ ︸
p

) (mod J).

Thus
(1, . . . , 1︸ ︷︷ ︸

p

)Q3B + (1, . . . , 1︸ ︷︷ ︸
p

)QT
3B
′ = (1, . . . , 1︸ ︷︷ ︸

p

)Ip,

(a3 + 1)(1, . . . , 1︸ ︷︷ ︸
p

)(B +B′) ≡ (a3 + 1)(1, . . . , 1︸ ︷︷ ︸
p

)B + (a3 + 1)(1, . . . , 1︸ ︷︷ ︸
p

)B′ ≡ (1, . . . , 1︸ ︷︷ ︸
p

) (mod J)

and
(a3 + 1)(1, . . . , 1︸ ︷︷ ︸

p

)(B +B′)(1, . . . , 1︸ ︷︷ ︸
p

)T ≡ (1, . . . , 1︸ ︷︷ ︸
p

)(1, . . . , 1︸ ︷︷ ︸
p

)T ≡ 1 (mod J).
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So a3 + 1 is invertible by modulo ideal J and a3 ≡ 0 (mod J). Thus Q3 ≡ Q (mod J) or Q3 ≡ N
(mod J) and Q2 = N2 = Ip since k is even and Q2 = N2 = Ip + kQ + kN . Thus Q3 (mod J) is
invertible. �

7.3 Numerical results

In this section, we construct new self-dual codes of length 66 and 68 via certain extensions, neigh-
bours and sequences of neighbours. Initially, we consider the above construction when p = 5 over
F2 + uF2. We construct an extremal self-dual code (Type I) of length 60 (described in Table 7.1).
From this code, we construct an extremal self-dual code (Type I) of length 64 via an F2 + uF2

extension (Table 7.2). Next, we find a new self-dual code of length 66 by a F2 extension of the
previously constructed self-dual code of length 64 (Table 7.3). Finally, we find new self-dual codes
of length 68 from a F2 +uF2 extension of the previously constructed self-dual code of length 64 and
sequences of neighbours of this code (Tables 7.4, 7.5, 7.6, 7.7 and 7.8). Magma ([5]) was used to
construct all of the codes throughout this section.

The possible weight enumerators for a self-dual Type I [60, 30, 12]-code is given in [20,28] as:

W60,1 = 1 + 3451y12 + 24128y14 + 336081y16 + · · · ,
W60,2 = 1 + (2555 + 64β) y12 + (33600− 384β) y14 + · · · , 0 ≤ β ≤ 10.

Extremal singly even self-dual codes with weight enumerator W60,1 and W60,2 are known ([57]) for
β ∈ {0, 1, . . . , 8, 10}.

Firstly, we construct the [30, 15, 6] code when p = 5. The calculation on Magma is given in Appendix
A.5. These binary codes are lifted over F2 + uF2 and we construct the following code:

Table 7.1: Self-dual codes of length 60 (codes over F2 + uF2 when p = 5)

Ci (a1, b1, c1) (a2, b2, c2) (a3, b3, c3) v1 v2 v3 Aut(Ci) β

1 (u, u, u) (u, u, 1) (1, u, 0) (u, u, u, u, 0) (u, 0, 0, u, 1) (u, u+ 1, u+ 1, u, 0) 23 · 3 · 5 0

The possible weight enumerators for a self-dual Type I [64, 32, 12]-code are given in [20,28] as:

W64,1 = 1 + (1312 + 16β) y12 + (22016− 64β) y14 + · · · , 14 ≤ β ≤ 284,

W64,2 = 1 + (1312 + 16β) y12 + (23040− 64β) y14 + · · · , 0 ≤ β ≤ 277.

Extremal singly even self-dual codes with weight enumerators W64,1 are known ([1,39,100]) for the
following:

β ∈
{

14, 16, 18, 19, 20, 22, 24, 25, 26, 28, 29, 30, 32, 34,
35, 36, 38, 39, 44, 46, 49, 53, 54, 58, 59, 60, 64, 74

}
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and extremal singly even self-dual codes with weight enumerator W64,2 are known for

β ∈
{

0, ..., 40, 41, 42, 44, 45, 46, 47, 48, 49, 50, 51, 52, 54, 55, 56, 57,
58, 60, 62, 64, 69, 72, 80, 88, 96, 104, 108, 112, 114, 118, 120, 184

}
\ {31, 39}.

The weight enumerators of an extremal self-dual code of length 66 is given in [28] as follows:

W66,1 = 1 + (858 + 8β)y12 + (18678− 24β)y14 + · · · where 0 ≤ β ≤ 778,

W66,2 = 1 + 1690y12 + 7990y14 + · · · and

W66,3 = 1 + (858 + 8β)y12 + (18166− 24β)y14 + · · · where 14 ≤ β ≤ 756.

Together with the codes recently obtained in [1] and the codes from [68], [69] and [37], extremal
singly even self-dual codes with weight enumerator W66,1 are known for

β ∈ {0, 1, 2, 3, 5, 6, . . . , 94, 100, 101, 115}

and extremal singly even self-dual codes with weight enumerator W66,3 are known for

β ∈ {22, 23, . . . , 92} \ {89, 91}.

The known weight enumerators of a self-dual [68, 34, 12]I-code are as follows ([20, 28]):

W68,1 = 1 + (442 + 4β)y12 + (10864− 8β)y14 + . . .

W68,2 = 1 + (442 + 4β)y12 + (14960− 8β − 256γ)y14 + . . .

where 0 ≤ γ ≤ 9. Codes have been obtained for W68,2 when ([40])

γ = 2, β ∈ {2m|m = 29, . . . , 100, 103, 104}; or β ∈ {2m+ 1|m = 32, . . . , 81, 84, 85, 86};
γ = 3, β ∈ {2m|m = 39, . . . , 92, 94, 95, 97, 98, 101, 102}; or

β ∈ {2m+ 1|m = 38, 40, 43, . . . , 77, 79, 80, 81, 83, 87, 88, 89, 96};
γ = 4, β ∈ {2m|m = 43, 46, . . . , 58, 60, . . . , 93, 97, 98, 100}; or

β ∈ {2m+ 1|m = 48, . . . , 55, 57, 58, 60, 61, 62, 64, 68, . . . , 72, 74, 78, 79, 80, 83, 84, 85, 89, 95};
γ = 5 with β ∈ {101,105,109,111,...,182,187,189,191,192,193,195,198,200,201,202,211,213}
γ = 6, β ∈ {131, 133, 137, . . . , 202, 203, 206, 207, 210} ;

γ = 7, β ∈ {7m |m = 14, . . . 22, 28, . . . , 39, 42} or β ∈ {155, . . . , 199} ;

γ = 8, β ∈ {180, . . . , 221} ;

γ = 9, β ∈ {186, . . . , 226, 228, 230} ;

Applying Theorem 1.2.27 over F2 and F2 +uF2 (to the code constructed in Table 7.1), we construct
self-dual codes of lengths 64, 66 and 68 (Tables 7.2, 7.3 and 7.4). We replace 1 + u with 3 to save
space.

Let N(0) = F1. Applying the kth-range neighbour formula (Definition 1.2.28), we obtain
We shall now separately consider the neighbours of N(7), N(8) and N(9).
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Table 7.2: Self-dual codes of length 64 from F2 + uF2 extensions of codes from Table 7.2

Di Ci c X W64,i β Aut(Di)
1 1 3 (uu0u3030u330301013u1u1100u1311) 1 14 22

Table 7.3: Self-dual codes of length 66 from F2 extensions of codes from Table 7.3 where xi = 0 for
1 ≤ i ≤ 33.

Ei Di c X W66,i β Aut(Ei)
1 1 1 (00111100110110011001111001101011) 3 21 1

Table 7.4: Self-dual codes of length 68 (W68,2) from F2 + uF2 extensions of codes from Table 7.2

Fi Di c X α β Aut(Fi)
1 1 1 + u (0uu01u130130000031100u1u331030u0) 2 67 2

Table 7.5: ith neighbour of N(0)

i N(i+1) xi γ β

0 N(1) (1010001001111100101010100100000001) 3 103
1 N(2) (1001010100001111001111100011111110) 4 124
2 N(3) (1111101011111101111010000110110111) 5 134
3 N(4) (1010100011100001100011000110010010) 6 149
4 N(5) (0010101000110001011010101011010110) 6 133
5 N(6) (0000001001000111101111000000101110) 7 145
6 N(7) (1101111101111111001111101010111011) 8 161
7 N(8) (1001000001100010000111100000110010) 8 153
8 N(9) (0010111011010011100001110000101111) 9 177
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Table 7.6: New codes of length 68 as neighbours

N(i) Mi (x35, x36, ..., x68) γ β N(i) Mi (x35, x36, ..., x68) γ β
7 (1001110100001011001000010110001111) 6 135 7 (0110101110011000110111101110111101) 7 142
7 (1010101111010000011101101110100001) 7 144 7 (1010000001001100100011001110010110) 7 148
7 (1100000100000100000111110100011000) 7 150 7 (0000001101101010011100110000101010) 7 152
7 (1100001010100000101010001010000011) 8 156 7 (0111011101011111010001111101111101) 8 157
7 (1001110111011110111110110100110111) 8 158 7 (1100111101110001001101011111111010) 8 159
7 (0111111111111101111011010001001110) 8 160 7 (0000010100011010000011100000110110) 8 162
7 (1011100110110111110001111010111001) 8 163 7 (1000001100011101010001001011100111) 8 164
7 (0101101010111111100000010110011010) 8 165 7 (1100111110111111011000111101101101) 8 166
7 (0110110011000101101101010000111011) 8 167 7 (1110001001011001000010101101101111) 8 168
7 (0000110001100111100110010110000100) 8 169 7 (1101100001010100111111000110010000) 8 170
7 (0100111101011101000000001111011110) 8 171 7 (1101011100101001111000001010101101) 8 172
7 (0011011111010111110100010011001110) 8 173 7 (1000000111111110110000111001110100) 8 174
7 (1000111010001101101000001010100111) 8 175 7 (1011011001110100101000011000010011) 8 176
7 (1101110100011011100010110101010001) 8 177 7 (0000001001111010000101101011000101) 8 178
7 (1010110111110111000100101010000110) 8 179

Table 7.7: New codes of length 68 as neighbours

N(i) Mi (x35, x36, ..., x68) γ β N(i) Mi (x35, x36, ..., x68) γ β
8 (1011100000000100011001011001010000) 6 134 8 (0100011011001110010010110000110000) 7 146
8 (1000010001101000000110110001001100) 8 154 8 (0100010111101000010111100101011101) 8 155

Table 7.8: New codes of length 68 as neighbours

N(i) Mi (x35, x36, ..., x68) γ β N(i) Mi (x35, x36, ..., x68) γ β
9 (1011000010111001011111100101111111) 9 169 9 (0111011011011100111010101011101011) 9 171
9 (1010111001101000111110101111110011) 9 173 9 (1000100101111111111101111101000011) 9 174
9 (1001010100111110011111000101100001) 9 175 9 (1100110001000010011000011000010100) 9 176
9 (0000111100010110110000010011101110) 9 178 9 (0000111111001110111000111100010001) 9 179
9 (0010110110000001011001111001010110) 9 180 9 (1101100001101011010000110010101111) 9 181
9 (1000010010001101110110100111100100) 9 182 9 (1111010101110110001110101110011011) 9 183
9 (0101001111100011111010011011111011) 9 184 9 (1011000000001100111100001100011001) 9 185
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Chapter 8

Conclusion

To conclude, we consider future work as an extension of this thesis. We reflect on the work pub-
lished and review the importance of the theory and numerical results. There are many opportunities
throughout this work to extend the theory or consider different paths; here are some of the sug-
gested routes for future research.

In chapter 2, the structure of U(F3t(Cn × D6)) was established. Going forward, we could try to
extend the techniques used in this calculation to establish the structure of U(F3tD2·3n).

Throughout chapters 3 to 7, codes over F2, F2 +uF2 and F4 +uF4 were mainly considered. In future
other alphabets could be considered. For example F3, F5, F7, Z4 or even non-commutative rings.
Additionally, larger groups could be considered as we have mainly dealt with small groups.

Let C is a self-dual [2n, n, d] code over Fq. If d ≤ 3b n
12
c + 3, then C is extremal of type III ([59]).

If d ≤ 2bn
6
c + 2, then C is extremal of type IV ([59]). The techniques described in chapters 3 to 7

inclusively, could be used in order to find unknown extremal type III and type IV codes.

We established a new technique by combining group rings with well established techniques such as
the double circulant construction, four circulant construction, four block construction and quadratic
residue circulants. Future work could consider combining group rings with other well known tech-
niques, such as:

1. constructing self-dual codes with the assumption that the automorphism group of the codes
have a certain size; this technique assumes that the automorphsim group has a certain size
and builds the code based on this assumption. It has been extensively used since the early
1970’s ([7, 38, 64,65,103]).

2. constructing self-dual codes from groups acting on the affine polar graph; in [18], the authors
construct an extremely unusual extremal self-dual type I code of length 68 by considering the
action of A8 (the alternating group on 8 elements) on the affine polar graph.

Finally, constructing other classes of codes using group rings could be considered. In [62] and [63],
group rings were used to construct MDS codes and LDPC codes. In [83], group rings were used to
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construct LCD and LCP codes. However, there was no link to any type of well known elements
of group rings. Another possible avenue to explore would be to link certain well known group ring
elements to the construction of LCD and LCP codes.

88



Appendices

89



Appendix A

Magma Programs

In this section, we include a small selection of the programs implemented by MAGMA to construct
the codes in Chapters 3, 4, 5, 6 and 7.

A.1 Chapter 3

Here we present the program used to construct the [24, 12, 8] code using the group algebra F2(C3×
D8) (Section 3.2.1).

t:=Cputime();

SetLogFile("C3D8.txt");

Rk:=GF(2);

codeF2:=[];

M:=[];

Mtemp1:=RMatrixSpace(Rk,24,24)!0;

function cycgen(gg)

n:=4;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=1 to (n-1) do

temp[t+1]:=gg[t];

end for;

temp[1]:=gg[n];

gg:=temp;

end for;

return M;
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end function;

function revcycgen(gg)

n:=4;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=2 to n do

temp[t-1]:=gg[t];

end for;

temp[n]:=gg[1];

gg:=temp;

end for;

return M;

end function;

counter:=0;

for i1:=0 to 1 do for i2:=0 to 1 do

for i3:=0 to 1 do for i4:=0 to 1 do

for i5:=0 to 1 do for i6:=0 to 1 do

for i7:=0 to 1 do for i8:=0 to 1 do

for i9:=0 to 1 do for i10:=0 to 1 do

for i11:=0 to 1 do for i12:=0 to 1 do

v1:=RSpace(Rk,4)![i1,i2,i3,i2];

v2:=RSpace(Rk,4)![i4,i5,i6,i5];

v3:=RSpace(Rk,4)![i4,i5,i6,i5];

v4:=RSpace(Rk,4)![i7,i8,i9,i1+i3+i7+i8+i9];

v5:=RSpace(Rk,4)![i10,i11,i12,i4+i6+i10+i11+i12];

v6:=RSpace(Rk,4)![i10,i11,i12,i4+i6+i10+i11+i12];

M1:=cycgen(v1);

M2:=cycgen(v2);

M3:=cycgen(v3);

M4:=revcycgen(v4);

M5:=revcycgen(v5);

M6:=revcycgen(v6);

CM:=BlockMatrix(6,6,

[

M1,M2,M3,M4,M5,M6,
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M3,M1,M2,M6,M4,M5,

M2,M3,M1,M5,M6,M4,

M4,M5,M6,M1,M2,M3,

M6,M4,M5,M3,M1,M2,

M5,M6,M4,M2,M3,M1

]);

if CM*CM eq Mtemp1 and Rank(CM) eq 12 and MinimumWeight(LinearCode(CM)) eq 8 then

M:=Append(M,CM);

end if;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

#M;

r1:=RSpace(Rk,4)![1,0,0,0];

r2:=RSpace(Rk,4)![0,0,0,0];

r3:=RSpace(Rk,4)![0,0,0,0];

r4:=RSpace(Rk,4)![1,1,0,1];

r5:=RSpace(Rk,4)![0,1,1,0];

r6:=RSpace(Rk,4)![0,1,1,0];

T1:=cycgen(r1);

T2:=cycgen(r2);

T3:=cycgen(r3);

T4:=revcycgen(r4);

T5:=revcycgen(r5);

T6:=revcycgen(r6);

L:=BlockMatrix(6,6,

[

T1,T2,T3,T4,T5,T6,

T3,T1,T2,T6,T4,T5,

T2,T3,T1,T5,T6,T4,

T4,T5,T6,T1,T2,T3,

T6,T4,T5,T3,T1,T2,

T5,T6,T4,T2,T3,T1

]);

C:=LinearCode(L);

dm:=MinimumWeight(C);
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AutomorphismGroup(C);

WeightDistribution(C);

print Cputime(t);

A.2 Chapter 4

Here we present the program used to construct the [16, 8, 4] code in Example 4.1.2 using the group
algebra F2C

3
2 . The results are shown in Table 4.4

Rk:=GF(2);

codeF2:=[];

M:=[];

Mtemp1:=RMatrixSpace(Rk,8,8)!0;

for i:=1 to 8 do

Mtemp1[i,i]:=1;

end for;

function cycgen(gg)

n:=4;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=1 to (n-1) do

temp[t+1]:=gg[t];

end for;

temp[1]:=gg[n];

gg:=temp;

end for;

return M;

end function;

function revcycgen(gg)

n:=4;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=2 to n do

temp[t-1]:=gg[t];
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end for;

temp[n]:=gg[1];

gg:=temp;

end for;

return M;

end function;

counter:=0;

for i1:=0 to 1 do for i2:=0 to 1 do

for i3:=0 to 1 do for i4:=0 to 1 do

for i5:=0 to 1 do for i6:=0 to 1 do

for i7:=0 to 1 do for i8:=0 to 1 do

v1:=RSpace(Rk,4)![i1,i2,i3,i4];

v2:=RSpace(Rk,4)![i5,i6,i7,i8];

v3:=RSpace(Rk,4)![i7,i8,i5,i6];

M1:=cycgen(v1);

M2:=revcycgen(v2);

M3:=revcycgen(v3);

CM:=BlockMatrix(2,2,[

M1,M2,

M3,M1]);

if CM*Transpose(CM) eq Mtemp1 then

M:=Append(M,CM);

end if;

end for;end for;end for;end for;

end for;end for;end for;end for;

#M;

for i:=1 to #M do

M1:=HorizontalJoin(Mtemp1,M[i]);

C:=LinearCode(M1); dm:=MinimumWeight(C);

if (dm ge 4) and IsSelfDual(C) then

eql:=false;
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for i2:=1 to #codeF2 do

eql:=eql or IsEquivalent(C,codeF2[i2]) ;

end for;

if not eql then

counter:=counter+1;

counter;

codeF2[counter]:=C;

M1;

AutomorphismGroup(C);

WeightDistribution(C);

"*********************";

end if;

end if;

end for;

print Cputime(t);

A.3 Chapter 5

Here we present the program used to construct the [80, 40, 14] code using the group algebra F2D38

shown in Table 5.5.

Rk:=GF(2);

codeF2:=[];

M:=[];

function cycgen(gg)

n:=2;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=1 to (n-1) do

temp[t+1]:=gg[t];

end for;

temp[1]:=gg[n];

gg:=temp;

end for;

return M;

end function;
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function cycgen1(gg)

n:=19;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=1 to (n-1) do

temp[t+1]:=gg[t];

end for;

temp[1]:=gg[n];

gg:=temp;

end for;

return M;

end function;

Mtemp1:=RMatrixSpace(Rk,38,38)!0;

for i:=1 to 38 do

Mtemp1[i,i]:=1;

end for;

ConstMat := func< n, r, c |

RMatrixSpace(Rk, r, c) ! [ n : i in [1..r*c]] >;

Mtemp0:=RMatrixSpace(Rk,40,40)!0;

counter:=0;

for i1:=0 to 1 do for i2:=0 to 1 do

for i3:=0 to 1 do for i4:=0 to 1 do

for i5:=0 to 1 do for i6:=0 to 1 do

for i7:=0 to 1 do for i8:=0 to 1 do

for i9:=0 to 1 do for i10:=0 to 1 do

for i11:=0 to 1 do for i12:=0 to 1 do

for i13:=0 to 1 do for i14:=0 to 1 do

for i15:=0 to 1 do for i16:=0 to 1 do

for i17:=0 to 1 do for i18:=0 to 1 do

for i19:=0 to 1 do for i20:=0 to 1 do

for i21:=0 to 1 do for i22:=0 to 1 do

for i23:=0 to 1 do for i24:=0 to 1 do

for i25:=0 to 1 do for i26:=0 to 1 do

v1:=RSpace(Rk,2)![0,1];
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B1:=cycgen(v1);

A1:=ConstMat(0,1,19);

A2:=ConstMat(0,1,19);

B2:=BlockMatrix(2,2,[

A1,A2,

A2,A1]);

v2:=RSpace(Rk,2)![0,0];

B3:=cycgen(v2);

A3:=ConstMat(0,1,19);

A4:=ConstMat(1,1,19);

B4:=BlockMatrix(2,2,[

A3,A4,A4,A3]);

T1:=HorizontalJoin(B1,B2);T2:=HorizontalJoin(T1,B3);T3:=HorizontalJoin(T2,B4);

v3:=RSpace(Rk,19)![0,0,0,0,0,0,i1,i2,i3,i4,i5,i6,i7,i8,i9,i10,i11,1,1];

v4:=RSpace(Rk,19)![0,0,i12,i13,i14,i15,i16,i17,i18,i19,i20,i21,i22,i23,i24,i25,i26,1,1];

v4A:=RSpace(Rk,19)![1,0,0,i12,i13,i14,i15,i16,i17,i18,i19,i20,i21,i22,i23,i24,i25,i26,1];

M3:=cycgen1(v3);

M4:=cycgen1(v4);

M4A:=cycgen1(v4A);

B5:=BlockMatrix(2,2,

[M3,M4,

M4A,M3]);

H1:=HorizontalJoin(Transpose(B2),Mtemp1); H2:=HorizontalJoin(H1,Transpose(B4)); H3:=HorizontalJoin(H2,B5);

CM:=VerticalJoin(T3,H3);

if CM*Transpose(CM) eq Mtemp0 then M:=Append(M,CM);

end if;

end for;end for;end for;end for;

end for;end for;end for;end for;
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end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;

#M;

for i:=1 to #M do

C:=LinearCode(M[i]); dm:=MinimumWeight(C);

if (dm ge 12) and IsSelfDual(C) and not(IsDoublyEven(C)) then

eql:=false;

for i2:=1 to #codeF2 do

eql:=eql or IsEquivalent(C,codeF2[i2]) ;

end for;

if not eql then

counter:=counter+1;

counter;

codeF2[counter]:=C;

M[i];

AutomorphismGroup(C);

ddd:=PartialWeightDistribution(C,16); ddd;

"*********************";

end if;

end if;

end for;

print Cputime(t);

A.4 Chapter 6

Here we present the program used to construct the [32, 16, 6− 8] codes using the the groups C8 and
C8. These binary codes are then lifted over F2 + uF2 to obtain the codes in Table 6.2

Rk:=GF(2);

codeF2:=[];

M:=[];

Mtemp1:=RMatrixSpace(Rk,16,16)!0;

for i:=1 to 16 do
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Mtemp1[i,i]:=1;

end for;

Mt2:=RMatrixSpace(Rk,8,8)!0;

Mt3:=RMatrixSpace(Rk,8,8)!0;

for i:=1 to 8 do

Mt3[i,i]:=1;

end for;

function cycgen(gg)

n:=8;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=1 to (n-1) do

temp[t+1]:=gg[t];

end for;

temp[1]:=gg[n];

gg:=temp;

end for;

return M;

end function;

function revcycgen(gg)

n:=8;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=2 to n do

temp[t-1]:=gg[t];

end for;

temp[n]:=gg[1];

gg:=temp;

end for;

return M;

end function;

ConstMat := func< n, r, c |
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RMatrixSpace(Rk, r, c) ! [ n : i in [1..r*c]] >;

counter:=0;

for i1:=0 to 1 do for i2:=0 to 1 do

for i3:=0 to 1 do for i4:=0 to 1 do

for i5:=0 to 1 do for i6:=0 to 1 do

for i7:=0 to 1 do for i8:=0 to 1 do

for i9:=0 to 1 do for i10:=0 to 1 do

for i11:=0 to 1 do for i12:=0 to 1 do

for i13:=0 to 1 do for i14:=0 to 1 do

for i15:=0 to 1 do for i16:=0 to 1 do

for i17:=0 to 1 do for i18:=0 to 1 do

for i19:=0 to 1 do for i20:=0 to 1 do

for i21:=0 to 1 do for i22:=0 to 1 do

for i23:=0 to 1 do for i24:=0 to 1 do

e1:=RSpace(Rk,8)![i1,i2,i3,i4,i5,i6,i7,i8];

E1:=cycgen(e1);

f1:=RSpace(Rk,8)![i9,i10,i11,i12,i13,i14,i15,i16];

F1:=cycgen(f1);

g1:=RSpace(Rk,8)![i17,i18,i19,i20,i21,i22,i23,i24];

G1:=revcycgen(g1);

CM:=BlockMatrix(2, 2,

[

E1,F1+G1,

F1+G1,E1

]);

if CM*Transpose(CM) eq Mtemp1 then

M:=Append(M,[E1,F1,G1]);

end if;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;
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end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

#M;

for i:=1 to #M do

M1:=BlockMatrix(2, 4,

[

Mt3,Mt2,M[i][1],M[i][2]+M[i][3],

Mt2,Mt3,M[i][2]+M[i][3],M[i][1]

]);

C:=LinearCode(M1); dm:=MinimumWeight(C);

if (dm ge 6) and IsSelfDual(C) then

eql:=false;

for i2:=1 to #codeF2 do

eql:=eql or IsEquivalent(C,codeF2[i2]) ;

end for;

if not eql then

counter:=counter+1;

counter;

codeF2[counter]:=C;

M[i];

AutomorphismGroup(C);

PartialWeightDistribution(C,12);

"*********************";

end if;

end if;

end for;

print Cputime(t);
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A.5 Chapter 7

Here we present the program used to construct the [30, 15, 6] codes when p = 5. These binary codes
are then lifted over F2 + uF2 to obtain the codes in Table 7.1.

Rk:=GF(2);

codeF2:=[];

M:=[];

Mtemp1:=RMatrixSpace(Rk,15,15)!0;

function cycgen(gg)

n:=5;

M:=RMatrixSpace(Rk,n,n)!0;

for k:=1 to n do

M[k]:=gg;

temp:=gg;

for t:=1 to (n-1) do

temp[t+1]:=gg[t];

end for;

temp[1]:=gg[n];

gg:=temp;

end for;

return M;

end function;

ConstMat := func< n, r, c |

RMatrixSpace(Rk, r, c) ! [ n : i in [1..r*c]] >;

counter:=0;

for i1:=0 to 1 do for i2:=0 to 1 do

for i3:=0 to 1 do for i4:=0 to 1 do

for i5:=0 to 1 do for i6:=0 to 1 do

for i7:=0 to 1 do for i8:=0 to 1 do

for i9:=0 to 1 do for i10:=0 to 1 do

for i11:=0 to 1 do for i12:=0 to 1 do

for i13:=0 to 1 do for i14:=0 to 1 do

for i15:=0 to 1 do for i16:=0 to 1 do

for i17:=0 to 1 do for i18:=0 to 1 do

for i19:=0 to 1 do for i20:=0 to 1 do

for i21:=0 to 1 do for i22:=0 to 1 do

for i23:=0 to 1 do for i24:=0 to 1 do
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b1:=RSpace(Rk,5)![i1,i2,i3,i3,i2];

B1:=cycgen(b1);

b2:=RSpace(Rk,5)![i4,i5,i6,i6,i5];

B2:=cycgen(b2);

b3:=RSpace(Rk,5)![i7,i8,i9,i9,i8];

B3:=cycgen(b3);

m1:=RSpace(Rk,5)![i10,i11,i12,i13,i14];

M1:=cycgen(m1);

m2:=RSpace(Rk,5)![i15,i16,i17,i18,i19];

M2:=cycgen(m2);

m3:=RSpace(Rk,5)![i20,i21,i22,i23,i24];

M3:=cycgen(m3);

CM:=BlockMatrix(3, 6,

[

B1,B2,B3,M1,M2,M3,

B3,B1,B2,M3,M1,M2,

B2,B3,B1,M2,M3,M1

]);

if CM*Transpose(CM) eq Mtemp1 then

M:=Append(M,CM);

end if;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

end for;end for;end for;end for;

#M;

for i:=1 to #M do

M1:=M[i];

C:=LinearCode(M1); dm:=MinimumWeight(C);
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if (dm ge 6) and IsSelfDual(C) then

eql:=false;

for i2:=1 to #codeF2 do

eql:=eql or IsEquivalent(C,codeF2[i2]) ;

end for;

if not eql then

counter:=counter+1;

counter;

codeF2[counter]:=C;

M1;

AutomorphismGroup(C);

PartialWeightDistribution(C,12);

"*********************";

end if;

end if;

end for;

print Cputime(t);
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[64] V. Ĭorgov and N. Zyapkov, Doubly even self-dual [40, 20, 8]-codes with an automorphism of odd order, Problemy
Peredachi Informatsii 32 (1996), no. 3, 41–46 (Russian, with Russian summary); English transl., Problems
Inform. Transmission 32 (1996), no. 3, 253–257 (1997).
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